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Large Models Have Taken The World By Storm
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SOTA Models are Getting Bigger and Bigger

3 / 114Saracco “How much bigger can/should LLMs become?” IEEE Future Directions Blog



Modern Machine Learning is Overparameterized

Let {(xi, yi)}ni=1 ⊂ Rd × R be a training dataset and let F be a space of
real-valued functions f : Rd → R. Consider the learning problem

min
f∈F

n∑

i=1

(yi − f(xi))
2 + λR(f), λ > 0.

If F is an infinite-dimensional space, then this problem is
an “overparameterized” learning problem.

Example: Suppose {φk}k∈Z is a basis for F . Then, each f ∈ F can be
represented as a model with an infinite parameters θ = {θk}k∈Z such that

fθ =
∑

k∈Z
θkφk.

The norm R(f) reflects the “size” of the parameters θ.

The function-space view is a powerful tool to study the
infinite-parameter limit of overparameterization.

Nonparametric methods as opposed to parametric methods.
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Regularization is Necessary

Without regularization (either implicit from the optimization algorithm or
explicit in the optimization problem), the overparameterized learning
problem

min
f∈F

n∑

i=1

(yi − f(xi))
2

is ill-posed since there are many interpolating (zero-loss solutions).

Which interpolating function (of the many possible) will be selected?

How does this choice affect performance/generalization?

Without regularization, it becomes challenging to answer these questions.

Plan: A tour through (nonparametric) methods in data science through
the unifying lens of explicit regularization in function space.

Goal: To provide sharp characterizations of the inductive bias of various
data-fitting methods.
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From Parametric to Nonparametric

Let Θ denote the parameter space. The associated parametric model
space is

FΘ = {fθ : θ ∈ Θ}

Let C : Θ → R≥0 denote a parameter cost function. Given any f ∈ FΘ,
its parametric representation cost is defined by

R̊(f) = inf{C(θ) : f = fθ,θ ∈ Θ}

For an arbitrary (measurable) function f : Rd → R, we can define its
nonparametric representation cost as

R(f) =

{
lim inffk→f R̊(f), ∃(fk)k∈N ⊂ FΘ that converges2 to f

+∞, else.

The native space is given by

F = {f : Rd → R measurable : R(f) < +∞}.
4In an appropriate topology.
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Function-Space Inductive Bias

Suppose that we have a parametric method.

• A parameter space Θ.

• A parametric model space FΘ.

=⇒ A subset of measurable functions Rd → R.
• A parametric cost C : Θ → R≥0.

=⇒ C(0) = 0.
=⇒ ∥θ∥2 ≤ ∥θ′∥2 ⇔ C(θ) ≤ C(θ′).

A parametric method induces a native space F and a corresponding
nonparametric representation cost R : F → R≥0.

min
θ∈Θ

n∑

i=1

L(yi, fθ(xi)) + λC(θ) ⇔ min
f∈F

n∑

i=1

L(yi, f(xi)) + λR(f)

This is characterizes function-space inductive bias of FΘ.
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How Do Different Methods Look in Function Space?

• Can we characterize the nonparametric representation cost R?

• What are the properties of the native space F?

=⇒ Is it a vector space?
=⇒ Is it a metric space?
=⇒ Is it a Banach space?
=⇒ Is it a Hilbert space?
=⇒ Does it have some other (topological) structure?
=⇒ How is F related to classical function spaces?

• How well does the parametric model space FΘ approximate F?

• How well can we learn functions in F from data?

This is the function-space view of studying data-fitting methods.

The function-space view unifies classical and modern data-fitting methods.
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Three Remarkable Ideas in Data Science

1 Kernel Methods

=⇒ ℓ2-regularization of parameters
=⇒ Reproducing Kernel Hilbert Spaces
=⇒ Linear methods = not adaptive

2 Wavelet and Sparse Methods

=⇒ ℓ1-regularization of parameters
=⇒ Besov Spaces and Bounded Variation (BV) Spaces
=⇒ Nonlinear methods = adaptive

3 Neural Networks

=⇒ ℓ2-regularization of parameters
=⇒ Barron Spaces, Variation Spaces, and Radon BV Spaces
=⇒ Nonlinear methods = adaptive
=⇒ Shallow vs. deep

Classical methods were studied function space first.

Can we understand modern methods by characterizing their function spaces?
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Kernel Methods




fa =

n∑

i=1

aik(·,xi) :

n ∈ N
ai ∈ R
xi ∈ Rd





C(a) = aTKa

F : RKHS induced by k

R(f) = ∥f∥2F
squared RKHS norm

min
a∈Rn

n∑

i=1

L(yi, [Ka]i) + λaTKa ⇔ min
f∈F

n∑

i=1

L(yi, f(xi)) + λ∥f∥2F

• The equivalence ⇔ is understood via
the representer theorem.

• There always exists a solution to the
problem over F that lies in the span of
shifted kernels.
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Wavelet and Sparse Methods



fθ =

∑

j,k

θj,kψj,k :
ψj,k(x) =

2−j/2ψ(2jx− k)





C(θ) = ∥θ∥ℓ1

F : Besov space B1
1,1

R(f) = ∥f∥B1
1,1

Besov norm

min
θ

n∑

i=1

L(yi, fθ(xi))+λ∥θ∥ℓ1 ⇔ min
f∈B1

1,1

n∑

i=1

L(yi, f(xi))+λ∥f∥B1
1,1

• The equivalence ⇔ is understood via
the wavelet shrinkage algorithm.

• There always exists a solution to the
problem over B1

1,1 that is a sparse
combination of wavelets.
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Shallow Neural Networks

{
fθ(x) =

K∑

k=1

vk σ(w
T
kx) :

vk ∈ R
wk ∈ Rd

}

C(θ) =
1

2

K∑

k=1

|vk|2 + ∥wk∥22

F : Variation Space
(Barron Space,

Radon-BV Space)

R(f) = ∥f∥F
variation norm

min
θ

n∑

i=1

L(yi, fθ(xi))+
λ

2

K∑

k=1

|vk|2+∥wk∥22 ⇔ min
f∈F

n∑

i=1

L(yi, f(xi))+λ∥f∥F

• The equivalence ⇔ is understood via
Banach-space representer theorems.

• There always exists a solution to the
problem over F that is a sparse
combination of neurons.

12 / 114



Deep Neural Networks

{fθ(x) = σ(WLσ(WL−1σ(· · ·W1x)))}

C(θ) =
1

L

L∑

ℓ=1

∥Wℓ∥2F

F : exists

R(f): exists

min
θ

n∑

i=1

L(yi, fθ(xi))+
λ

L

L∑

ℓ=1

∥Wℓ∥2F ⇔ min
f∈F

n∑

i=1

L(yi, f(xi))+λR(f)

• The equivalence ⇔ is by construction.

• We currently do not know how to
characterize F or R(f).

=⇒ For L > 2, is it even a linear space?
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A Note on Universal Approximation

A common heuristic to explain the success of deep learning is that neural
networks are universal approximators. This heuristic is meaningless
since any reasonable parametric model space is a universal approximator.
• polynomials
• kernel machines
• Fourier series
• wavelets
• shallow and deep neural networks

Theorem (Stone–Weierstraß)

Let Ω ⊂ Rd be compact and A ⊂ C(Ω) be a subalgebra (vector subspace
closed under multiplication) that contains a nonzero constant function.
Then, A is dense in C(Ω) if and only if it separates points (for every
x,x′ ∈ Ω such that x ̸= x′, there exists p ∈ A such that p(x) ̸= p(x′)).

Pop Quiz: Does the closing procedure mean F = C(Ω)?

When R(f) <∞, it is (typically) the case that F ⊊ C(Ω).
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Outline

1 Hilbert Spaces ⇔ Linear/Kernel Methods

2 Banach Spaces ⇔ Nonlinear/Sparse Methods

3 Banach Spaces ⇔ Shallow Neural Networks

4 Beyond(?) Banach Spaces ⇔ Deep Neural Networks
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Hilbert Spaces: Basic Definition

Assume F is a vector space of functions defined on a domain Ω ⊂ Rd.

Will focus on functions with real outputs (scalar- or vector-valued).

We say ⟨·, ·⟩F : F × F → R is an inner product on F if it is:

• bilinear: ⟨αf + βg, h⟩F = α⟨f, h⟩F + β⟨g, h⟩F and
⟨f, αg + βh⟩F = α⟨f, g⟩F + β⟨f, h⟩F

• symmetric: ⟨f, g⟩F = ⟨g, f⟩F
• positive definite: ⟨f, f⟩F ≥ 0 and ⟨f, f⟩F = 0 iff f = 0.

Any inner product ⟨·, ·⟩F on F defines a norm on F by:

∥f∥F :=
√

⟨f, f⟩F

Definition

A Hilbert space is a vector space F equipped with an inner product
⟨·, ·⟩F that is complete with respect to the norm ∥ · ∥F

17 / 114



Example: Finite Collection of Basis Functions

Suppose F is the span of K linearly independent basis functions
φ1, ..., φK :

fθ =

K∑

k=1

θkφk, θk ∈ R, k = 1, ...,K

equipped with the inner product and norm

⟨fθ, fβ⟩F = θTβ =⇒ ∥fθ∥2F = ∥θ∥22.

Then F is a finite-dimensional Hilbert space, and we have the equivalence

min
f∈F

n∑

i=1

(f(xi)− yi)
2 + λ∥f∥2F ⇔ min

θ∈RK
L(yi, [V θ]i) + λ∥θ∥22

where V ∈ Rn×K is such that [V ]ik = φk(xi).

Learning over F is a simple finite dimensional ℓ2-regularized problem!
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Limitations to Finite-Dimensional Hilbert Spaces

Finite-dimensional Hilbert spaces have limited approximation capability.

basis functions

fit from 10 samples

fit from 50 samples

no improvement

target function

Could improve by adding basis functions (but how many? what type?)

Can we solve this issue with an infinite-dimensional Hilbert space?
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L2-space

One of the most fundamental infinite-dimensional Hilbert spaces is

L2(Ω) :=

{
f : Ω → R :

∫

Ω

|f(x)|2dx < +∞
}
,

⟨f, g⟩L2(Ω) =

∫

Ω

f(x)g(x)dx ⇒ ∥f∥L2(Ω) =

√∫

Ω

|f(x)|2dx

However, L2(Ω) is “too big” of a space to be useful for learning.

Example: learning with L2-norm regularization

min
f∈L2(Ω)

n∑

i=1

(f(xi)− yi)
2 + λ∥f∥2L2(Ω)

Pop Quiz: What functions
minimize this loss?

Obtain zero loss by putting
“spikes” at the datapoints:

<latexit sha1_base64="bAi+onEeoxtkaL+OyTzEv4RAsbQ=">AAACNXicbVC/T9tAGD1T2oJpS1pGlhMoiC6WzQBdkFC7MDCARAApjqzz+XNyyvls3X1Giaz0j+rSiZU/gIkOHUCIlYmdcxIhGvqkk57e+37c9+JCCoO+/8eZezP/9t37hUV36cPHT8uNz19OTF5qDi2ey1yfxcyAFApaKFDCWaGBZbGE07j/o/ZPz0EbkatjHBbQyVhXiVRwhlaKGgfp5uAr3aVuGENXqIrbWWZEh5GgGzREGGAl0tHPgS0ZRCIMXf9ZB2lg5IagkmmXGzXWfc8fg74mwZSs7zUfL468y4vDqHEVJjkvM1DIJTOmHfgFdiqmUXBZDy8NFIz3WRfaliqWgelU46tHtGmVhKa5tk8hHasvOyqWGTPMYluZMeyZWa8W/+e1S0y/dSqhihJB8cmitJQUc1pHSBOhgaMcWsK4FvavlPeYZhxt0HUIwezJr8nJlhdse9tHNo3vZIIFskrWyCYJyA7ZI/vkkLQIJ7/INbkht85v569z59xPSuecac8K+QfOwxOrca4L</latexit>

f(x) =

(
yi if x = xi

0 else
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Reproducing Kernel Hilbert Spaces

For learning to be possible in a infinite-dimensional Hilbert space, we need
some additional regularity assumptions.

• Continuity seems to be a necessary requirement.

• But it is not sufficient – we also need to ensure that any sequence of
functions approaching a “spike” cannot vanish in norm.

The largest class of Hilbert Spaces having precisely this property are
known as Reproducing Kernel Hilbert Spaces

Definition

A Hilbert space of functions F is called a Reproducing Kernel Hilbert
Space (RKHS) if for all x ∈ Ω there exists a constant Cx such that

|f(x)| ≤ Cx∥f∥F for all f ∈ F .

Interpretation: if f is non-zero at any point, its norm is also non-zero.
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Kernel Functions

In the language of functional analysis, an RKHS F is a Hilbert space
where the evaluation functionals f 7→ f(x) are continuous.

By a result known as the Riesz Representation Theorem, this implies for
all x ∈ Ω there exists a function Kx ∈ F such that

⟨Kx, f⟩F = f(x) for all f ∈ F .
Define the associated kernel k : Ω× Ω → R by

k(x,x′) = ⟨Kx,Kx′⟩ = Kx(x
′) = Kx′(x).

Two important properties: kernels are
1 symmetric: k(x,x′) = k(x′,x), for all x,x′ ∈ Ω and
2 positive semidefinite: for any finite set of points {x1, ...,xn} ⊂ Ω,
the kernel matrix K ∈ Rn×n with Kij = k(xi,xj) is a PSD matrix.

0 1

0

1
0 1

0

1
x

y

k(x,y) kernel matrix K
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Example: Bandlimited Functions

Let B ⊂ L2(R) be the space of functions f : R → R whose Fourier

transform f̂(ξ) vanishes for all frequencies |ξ| > B.

Pop Quiz: Why aren’t “spike” functions allowed in this space?

Define the sinc function s(x) := F−1(1[−B,B])(x) = sin(Bx)/πx

Key property: s ∗ f = f for all f ∈ B, since ŝ ∗ f = ŝ · f̂ = f̂ .

Put another way, we have

f(x) = (s ∗ f)(x) =
∫

R
f(x′)s(x′ − x)dx′ = ⟨f, s(· − x)⟩

Therefore, B is an RKHS with kernel function k(x, x′) = s(x− x′).
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Example: the Sobolev space Hs(Ω)

Let Hs(Ω) denote the space of functions f : Ω → R whose partial
derivatives up to order s belong to L2(Ω), equipped with the inner product

⟨f, g⟩Hs(Ω) =
∑

|α|≤s

∫

Ω

Dαf(x)Dαg(x) dx ⇒ ∥f∥2Hs(Ω) =
∑

|α|≤s

∥Dαf∥2L2(Ω)

Fact: Hs(Ω) is an RKHS iff s > d/2

Smoothness s > d/2 is necessary, since otherwise arbitrarily thin “spike”
functions would have vanishing norm:

fε(x) := f(x/ε) ⇒ ∥∂sfε∥L2 = εd/2−s∥∂sf∥L2

ε = 1 ε = 0.5 ε = 0.1
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Building RKHSs from Kernels

Every RKHS induces a kernel k(·, ·) that is symmetric and positive
semidefinite.

On the flipside, given any function k : Ω×Ω → R that is symmetric and
positive semidefinite, we can construct a RKHS having k as its kernel.

1 Take the span of all kernel translates k(·,x):

span{k(·,x) : x ∈ Ω} =




fa =

n∑

i=1

aik(·,xi) :

n ∈ N
ai ∈ R
xi ∈ Rd





2 Equip this space with the inner product:

f =

n∑

i=1

aik(·,xi), g =

m∑

j=1

a′jk(·,x′
j) =⇒ ⟨f, g⟩ =

n∑

i=1

m∑

j=1

aia
′
jk(xi,xj)

3 Take the closure of the space (in the induced norm) to get the RKHS.

Theorem (Moore-Aronszajn)

Every SPD function k(·, ·) defines a unique RKHS with k as its kernel.
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Examples: Common Kernels

Linear Kernel k(x,y) = xTy,

Polynomial Kernel k(x,y) = (xTy + 1)d, for some k ∈ N

Gaussian Kernel k(x,y) = exp
(
− 1

2σ2 ∥x− y∥22
)
, for some σ > 0

Another common way to create kernels is with a feature map φ : Ω → H
where H is a Hilbert space (typically RD):

k(x,y) = ⟨φ(x), φ(y)⟩H

Example: φ : R → R3 given by φ(x) = [1,
√
2x, x2]T gives the

polynomial kernel k(x, y) = 1 + 2xy + x2y2 = (xy + 1)2
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Example: Tangent Kernels

Given a parametric model fθ(x) = f(θ;x), linearizing about θ = θ0 gives

f(θ;x) ≈ f(θ0;x) +∇θf(θ0;x)
T(θ − θ0).

For any fixed θ define the tangent kernel kθ

kθ(x,x
′) := ∇θf(θ;x)

T∇θf(θ;x
′), for all x,x′ ∈ Ω

which is the kernel arising from the feature map ϕ(x) = ∇θf(θ,x).

Jacot et al. 2018 showed that when fθ is
a randomly initialized neural network
architecture, in the limit of the
hidden-layer widths approaching infinity,
kθ(x,x

′) converges to an explicit kernel
that stays constant during training–the
neural tangent kernel.
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Figure 1: Convergence of the NTK to a fixed limit
for two widths n and two times t.

Figure 2: Networks function f✓ near convergence
for two widths n and 10th, 50th and 90th per-
centiles of the asymptotic Gaussian distribution.

t = 0 and then after 200 steps of gradient descent with learning rate 1.0 (i.e. at t = 200). We
approximate the function f⇤(x) = x1x2 with a least-squares cost on random N (0, 1) inputs.

For the wider network, the NTK shows less variance and is smoother. It is interesting to note that
the expectation of the NTK is very close for both networks widths. After 200 steps of training, we
observe that the NTK tends to “inflate”. As expected, this effect is much less apparent for the wider
network (n = 10000) where the NTK stays almost fixed, than for the smaller network (n = 500).

6.2 Kernel regression

For a regression cost, the infinite-width limit network function f✓(t) has a Gaussian distribution for
all times t and in particular at convergence t ! 1 (see Section 5). We compared the theoretical
Gaussian distribution at t ! 1 to the distribution of the network function f✓(T ) of a finite-width
network for a large time T = 1000. For two different widths n = 50, 1000 and for 10 random
initializations each, a network is trained on a least-squares cost on 4 points of the unit circle for 1000
steps with learning rate 1.0 and then plotted in Figure 2.

We also approximated the kernels ⇥(4)
1 and ⌃(4) using a large-width network (n = 10000) and used

them to calculate and plot the 10th, 50th and 90-th percentiles of the t ! 1 limiting Gaussian
distribution.

The distributions of the network functions are very similar for both widths: their mean and variance
appear to be close to those of the limiting distribution t ! 1. Even for relatively small widths
(n = 50), the NTK gives a good indication of the distribution of f✓(t) as t ! 1.

6.3 Convergence along a principal component

We now illustrate our result on the MNIST dataset of handwritten digits made up of grayscale images
of dimension 28 ⇥ 28, yielding a dimension of n0 = 784.

We computed the first 3 principal components of a batch of N = 512 digits with respect to the NTK
of a high-width network n = 10000 (giving an approximation of the limiting kernel) using a power
iteration method. The respective eigenvalues are �1 = 0.0457, �2 = 0.00108 and �3 = 0.00078.
The kernel PCA is non-centered, the first component is therefore almost equal to the constant function,
which explains the large gap between the first and second eigenvalues3. The next two components are
much more interesting as can be seen in Figure 3a, where the batch is plotted with x and y coordinates
corresponding to the 2nd and 3rd components.

We have seen in Section 5 how the convergence of kernel gradient descent follows the kernel principal
components. If the difference at initialization f0�f⇤ is equal (or proportional) to one of the principal

3It can be observed numerically, that if we choose � = 1.0 instead of our recommended 0.1, the gap between
the first and the second principal component is about ten times bigger, which makes training more difficult.

8

Infinitely-wide neural network architectures define kernels

Does this RKHS perspective explain the astounding
success of neural networks?
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RKHS Representer Theorem

Theorem

Let F be an RKHS with kernel k : Ω× Ω → R. Fix λ > 0. Then

f∗ ∈ argmin
f∈F

n∑

i=1

L(f(xi), yi) + λ∥f∥2F ⇒ f∗(x) =
n∑

i=1

aik(x,xi).

for some ai ∈ R.

Proof sketch for square-loss:

min
f∈F

n∑

i=1

(f(xi)− yi)
2 + λ∥f∥2F = min

f∈F

n∑

i=1

(⟨Kxi
, f⟩F − yi)

2 + λ⟨f, f⟩F

Set the “derivative” ∂/∂f of the loss to zero:

n∑

i=1

2(⟨Kxi , f
∗⟩F − yi)Kxi + 2λf∗ = 0 =⇒ f∗ =

n∑

i=1

aiKxi .
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The “Kernel Trick”

Restricting to only functions of the form f =
∑n

i=1 aik(·,xi) we have

min
f∈F

n∑

i=1

L(yi, f(xi)) + λ∥f∥2F ⇔ min
a∈Rn

n∑

i=1

L(yi, [Ka]i) + λaTKa

where K ∈ Rn×n is the kernel matrix Kij = k(xi,xj). This is now a
finite dimensional optimization problem we can solve easily.

Example: Gaussian RBF kernel f(x) =
∑n

i=1 ai exp(− 1
2σ2 (x− xi)

2)
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Example: Smoothing Splines

<latexit sha1_base64="j2TlivaaU7V4F6kfGMs2CV5VRJ4=">AAAEOHicbZPdTtswFMcN3QfLvmC73I1VhLSLCtkpKXDH+L4oUocoRWpK5TgOtXCcyHHYqpDn2LtM2u32DLvb3bSrSXuCuW2YmjBHR/rrnN//+DiWvVjwRCP0fWGx9uDho8dLT6ynz56/eLm88uo8iVJFWZdGIlIXHkmY4JJ1NdeCXcSKkdATrOdd703qvRumEh7JMz2O2SAkV5IHnBJtUsNl7E57ZDc8Ekznltu3IHRv3ZDokQqz/fzShoF7O8zal7bRljsYLq+idTRd8L7AhVgFxeoMVxZ/u35E05BJTQVJkj5GsR5kRGlOBTN7pgmLCb0mV6xvpCQhSwbZdK4crpmMD4NImZAaTrPzjuzjDCzlSJgk49Az7sk5kmptkvxfrZ/qYGuQcRmnmkk62zxIBdQRnPw86HPFqBZjIwhV3MwP6YgoQrX5xZarmGQfaBSGRPqZG5CQi7HPApIKnWduEtxpqzSQF04SpmaucHYZ3d4J8XkSyVPm59nx2Uk7z/Y2EEatvAwedA7bc8zBFt5FqNptHnCaB02UQ7gG6x0idSQZxJvb9bLhSDEm7ywIvdtvbZctzQ3kVDy7ImV3FhtvYs+pjNpJVSz+IS3HPmztlbs6NqpXRu+NuDae06Nd09VxGkVUWu8TdW1mHhcgxlsNjLcb2G5WwBPm8zScQ22EGkVU0Da/Gul5csNQs8irJzf3WFCoYb7cMk8EVx/EfXFur+PWOn5vr+7sFI9lCbwBdfAWYLAJdsAx6IAuoOAT+AK+gm+1z7UftZ+1XzN0caHwvAalVfvzFyy5XVA=</latexit>

kD2fk2
L2

<latexit sha1_base64="Tn1JU7Z7EWkNWbZK8tCC5PQBCc8=">AAAEBnicbZNNT9swGMcN3QvrXijbcRerCGmHCtkpKXBjvB9A6hClSLRCrvOEWjhOZDtsVZT7PsSu23G3add9jV32Wea2YWrDHD3SP49//yePHXuQSGEsIb8XFiuPHj95uvSs+vzFy1fLtZXXFyZONYcOj2WsLwfMgBQKOlZYCZeJBhYNJHQHt3vj+e4daCNidW5HCfQjdqNEKDizLnVdq50PAZtYpuNXbOPqdW2VrJPJwA8FLcQqKkb7emXxTy+IeRqBslwyY64oSWw/Y9oKLiGv9lIDCeO37AaunFQsAtPPJq3neM1lAhzG2oWyeJKddWSfpuBcjkXGjKKBc0fMDk15bpz839xVasOtfiZUklpQfPrxMJVu2Xi8NzgQGriVIycY18L1j/mQacat28FqT4OCjzyOIqaCrBeySMhRACFLpc2zngnvdbXac9L9kEnrWad7ygJhYnUGQZ4dn5+e5NneBqGklc+DB+3DkxnmYIvuElKuNgv4zYMmyTFew/U2UzZWgOnmdn3ecKQB1L2FkPf7re15S3OD+CXPrkzh3uLRTTrwS622U53If0jL9w5be/NVfY/US613h8I6z9nRrqvq+40iSqX3mb51PY8KkNKtBqXbDeo1S+ApBCKNZlCPkEYRJfRE3AztLLnhqGnk5ZW7s1JQpOGefHwjaPn8PxQX3jptrdMP3urOTnE3ltBbVEfvEEWbaAcdozbqII7u0Bf0FX2rfK58r/yo/JyiiwuF5w2aG5VffwHHZkmd</latexit>

The solution to
<latexit sha1_base64="bcCtotsDbRW9oXasoMP/h/itDJE=">AAAEYHicbZNdT9swFIYNdBvLPoDtbruxipCK1lV2SgpMmsT4vgCpQ5Qi1SVyE4d6JE7kOFurkP+4293sYj9it5vbplMbdqIjvTp+3pMTO+5FPo8VQj8WFpdKjx4/WX5qPHv+4uXK6tqrqzhMpMNaTuiH8rpHY+ZzwVqKK59dR5LRoOezdu/uYLTe/spkzENxqYYR6wb0VnCPO1Tpkr36hXQMqIMEXNgeJB8giZPATvlHnN0IWBnaHL6HXmVg883NGxO+g8TX3V0KCRfKRjcY3pOAqr4M0sNMAx6sDDbvtSBVOF1ws4FBuvbqOqqhccCHAudiHeTRtNcWfxI3dJKACeX4NI47GEWqm1KpuOOzzCBJzCLq3NFb1tFS0IDF3XS8KRnc0BUXeqHUKRQcV2cd6WACztVoEMfDoKfdo9Hj4tqo+L+1TqK8nW7KRZQoJpzJy73EhyqEo12HLpfMUf5QC+pIrueHTp9K6ih9NgaRTLBvThgEVLgp8WjA/aHLPJr4KktJ7E21YRAt9VGPR09b7XPq8jgUF8zN0tPL87MsPdhCGDWyefCoeXw2wxzt4H2Eit1mAat+VEcZhBuw3KRChYJBvL1bnjecSMbE1ILQp8PG7rylvoWsgmffT9jUYuJt3LMKozYTGfn/kIZlHjcO5rtaJioXRm/3udKei5N93dWyqnkWWh9SeadnHuYgxjtVjHer2KwXwHPm8iSYQU2EqnkW0DN+21ez5JamJpkVv1z/KzmFqvrJDH0jcPH/fyiuzBpu1BqfzfW9vfxuLIO3oAwqAINtsAdOQRO0gAO+g9/gzwJY+lVaLq2U1ibo4kLueQ3movTmL+V7ZEY=</latexit>

min
f

n∑

i=1

(yi → f(xi))
2 + ω

∫ 1

0

|D2f(x)|2 dx

<latexit sha1_base64="2P2X8MEZu+EVcE6zo9qss5I5ATI=">AAAEFHicbZNNa9swGMfVZi9d9tZux8EQKYUOQpGcOG1vXdK0PaSQlaYpNKHIspyIyrKR5G3B+LbPsA+x63bcbey6+y77LFMSdyTuHvPAn0e//+NHQvJiwbVB6PfKaune/QcP1x6VHz95+uz5+saLCx0lirIejUSkLj2imeCS9Qw3gl3GipHQE6zv3bSm6/33TGkeyXMzidkwJCPJA06JsaXr9ddcQwJp4nEKt3UYRWbM5egN1PG0Y/V6fRPtoFnAuwLnYhPk0b3eWP0z8COahEwaKojWVxjFZpgSZTgVLCsPEs1iQm/IiF1ZKUnI9DCdbSSDW7biwyBSNqWBs+qiI/04B5dqJNR6EnrWHRIz1sW1afF/a1eJCfaGKZdxYpik858HiYAmgtOTgj5XjBoxsYJQxe38kI6JItTY8ywPFJPsA43CkEg/HQQk5GLis4AkwmTpQAe3ulweWGkPczZ62uufEp/rSJ4xP0tPzk87WdqqI4wa2TLY7h51Fpj2Hm4iVOy2CLi1dg1lEG7BSpdIE0kG8e5+ZdlwrBiTtxaE3h429pcttTpyC56mSNitxcG72HMLo3YTFYt/SMN1jhqt5a6ugyqF0ftjbqzn7Lhpu7puNc9C60OibuzMkxzEeK+K8X4VO7UCeMp8noQLqINQNc8C2uGjsVkk65aaZ1bcub0rOYWq9svK9kXg4v2/Ky6cHdzYwe+czYOD/G2sgVegArYBBrvgAJyALugBCj6BL+Ar+Fb6XPpe+lH6OUdXV3LPS7AUpV9/AZ7xTwE=</latexit>

is a cubic (smoothing) spline,
<latexit sha1_base64="zu5A/nUhVH2/Or9lPdz2Asx8YDk=">AAAEOXicbZPdTtswFMcN3QfLPoDtcjdWERJIEbJTUuACiVG+LkDqEKVITYncxKFWEyeyna1VlAfaM+whdjtuJu1u2u1eYG4bpjbsREf66/j3Pzm27F4SMqkQul9YrDx5+uz50gvj5avXb5ZXVt9eyzgVHm15cRiLmx6RNGScthRTIb1JBCVRL6Tt3qAxXm9/okKymF+pUUK7EbnjLGAeUbrkrjScjgFh4DoRUX0RZTIZd8o3hptwHzoyjdyM7eP8lkPisltHKiKgY8LBxtCEQ5dtmobTdVfW0BaaBHwscCHWQBFNd3Xxh+PHXhpRrryQSNnBKFHdjAjFvJDmhpNKmhBvQO5oR0tOIiq72WS3OVzXFR8GsdDJFZxUZx3ZcArO1Ugk5Sjqafd4o7K8Ni7+b62TqmC3mzGepIpyb/rzIA2hiuH4OKHPBPVUONKCeILp+aHXJ4J4Sh+64QjK6WcvjiLC/cwJSMTCkU8DkoYqzxwZPGjDcLTUJz8ZPWu1L4jPZMwvqZ9nZ1cX53nW2EYY1fN58Lh5cj7DHO/iQ4TK3WYBu3ZcQzmE67DaJFzFnEK8s1edN5wKSvmDBaEPR/W9eUttG9klz2GY0geLhXdwzy6N2kxFEv5D6rZ1Um/Md7UtVC2N3u4zpT2Xp4e6q22bRZZaHxEx0DOPChDjXRPjPRNbtRJ4QX2WRjOohZBZZAk9Z3d9NUtua2qaeXnn+q4UFDL1lxv6ReDy/X8srq0tXN+qf7TWDg6Kt7EE3oMq2AAY7IADcAaaoAU88AV8A9/BfeVr5WflV+X3FF1cKDzvwFxU/vwFZ8FcKA==</latexit>

fspline(x) =

n∑

i=1

aω
i k(x, xi),

<latexit sha1_base64="RWC3W4jsDKCBqrzvzIWqFcuHmiE=">AAAETHicbZPfT9swEMcNZRvLfsH2uBergLSHCtkpKeWNAQUeQOoQpUi0Qk7itBaOk9nOWBflL9r/MmmP2/6IvextmjSnDVMT5uiky93nezlfdG7MmdIIfVtYrC09ePho+bH15Omz5y9WVl9eqCiRHu15EY/kpUsU5UzQnmaa08tYUhK6nPbdm/083/9ApWKRONeTmA5DMhIsYB7RJnS90nmfEF+aFw9KOko4kewTlXB9cMZGY02kjG7XLUtFPMl5mH+GSMgE9IkmBnPDdJKtX6+soU00PfC+gwtnDRSne726+HPgR14SUqE9TpS6wijWw5RI0wmnmTVIFI2Jd0NG9Mq4goRUDdPpfTO4YSI+DCJpTGg4jc4r0o8zsBQjoVKT0DXqkOixquby4P9yV4kO2sOUiTjRVHizjwcJhzqC+UChzyT1NJ8Yh3iS5ZP0xkQST5uxWwNJBb31ojAkwk8HAQkZn/g0IAnXWTpQwZ1vlRpywzxgcmbe07ukvf4p8ZmKxBn1s/T4/PQkS/e3EEatrAx2uocnc0ynjfcQqlabB5xmp4kyCDdgvUuEjgSFeHunXhYcSUrFnQShtwetnbKkuYWcimaPJ/ROYuNt7DqVVruJjPk/pOXYh639clXHRvVK6/0x00ZzdrRnqjpOo7BK6QMib0zPkwLEuN3AeKeB7WYFPKU+S8I51EaoUVgFPclXYp7cMtTMsurNzX8sKNQwT2aZFcHVhbjvXNibuLWJ39lru+1iWZbBa1AHbwAG22AXHIMu6AEPfAZfwXfwo/al9qv2u/Znhi4uFJpXoHSWHv4Fhtdk6w==</latexit>

quadratic regularizer )
solution linear in data y

<latexit sha1_base64="CcOjJIeunLp9G70Sy+mNPopmc8s=">AAAEEXicbZPNThsxEMcN6QdNP4D22IsVhNRDhOwNG8KN8n0AKUWEIJEIeb1eYmF7V7a3JVrtU1TqtX2N3qpe+wR9ir5CnWSpsktnNdJo5vefHduaIBHcWIR+LyzWHj1+8nTpWf35i5evlldWX1+YONWU9WgsYn0ZEMMEV6xnuRXsMtGMyECwfnC7N6n3PzJteKzO7ThhQ0luFI84JdalBpIrLskd1MSy65U1tIGmBh8GuAjWQGHd69XFP4MwpqlkylJBjLnCKLHDjGjLqWB5fZAalhB6S27YlQsVkcwMs+nQOVx3mRBGsXauLJxm5xXZ3Qws5Yg0ZiwDp5bEjky1Nkn+r3aV2qgzzLhKUssUnf08SgW0MZzcCgy5ZtSKsQsI1dzND+mIaEKtu7v6QDPFPtFYSqLCbBARycU4ZBFJhc2zgYnu43ppoEBOEq7m3mZ6lqzXPyUhN7E6Y2GeHZ+fnuTZ3ibCqJ2XwYPu4ckcc9DBuwhVu80DfuughXII12GjS5SNFYN4a7tRFhxpxtS9BKH3++3tsqS1ifyKZlek7F7i4S0c+JVRu6lOxD+k7XuH7b1yV99Djcro/RG3TnN2tOu6+n6z8ErrfaJv3czjAsS408R4u4m9VgU8ZSFP5RzqIdQsvIKe8JuRnSc3HTXzvHpy944FhZruy+tuRXB1IR4GF94Gbm/gD97aTqdYliXwFjTAO4DBFtgBx6ALeoCCBHwBX8G32ufa99qP2s8ZurhQaN6AktV+/QXUZk7m</latexit>

minimax rate

<latexit sha1_base64="Sc9KR6SeIJTCY3gXPd7x73RWaHc=">AAAEgXicbVNdT9swFDXQbaz7gu1p2otVhARTqZy0KaBpEgMKPLSiQ5QiNW3lJE5rkTiR42yrPP+t/ZdJe91+x9w2TG2YoysdnXvOzb3XshMHNBEI/VxZXSs8evxk/Wnx2fMXL19tbL6+SaKUu6TjRkHEbx2ckIAy0hFUBOQ25gSHTkC6zt3JNN/9QnhCI3YtJjHph3jEqE9dLDQ13GjbvSKEdojF2PFlQ9nf/YGdCMzhHvSHM56HMomn9XVyKJsDUw1M+BFe7rCB3LN9jl1ZU9JSardStPvDjS1UQbMDHwIjA1sgO+3h5tpb24vcNCRMuAFOkp6BYtGXmAvqBkQV7TQhMXbv8Ij0NGQ4JElfzkZXcFszHvQjroMJOGMXHfLbXLjE4TBJJqGj3dP5knxuSv4v10uFf9CXlMWpIMyd/9xPAygiON0t9CgnrggmGmCXU90/dMdYL0joGyjanDDy1Y3CEDNP2j4OaTDxiI/TQChpJ/49Li415IRT4pTo3XDS0j1dxoRjEfH30sZ8FFKm9K5GdnmKtFJX0Xc1m1p2ui3s0SRiV8RT8uK61VTypIYMVFfLwkb7rLmgaRwYxwjlqy0KrGqjihSE27DUxkxEjEBj/7C0bDjnhLB7C0KfTuuHy5ZqDVk5z3GQknuLaewbjpVrtZ3yOPgnqVvmWf1kuaplolKu9e6YCu25Oj/WVS2rnEWu9Cnmd7rnSSY0jIOyYRyWDbOaE7aIR9NwQWoiVM4iJ23S0VgsKmtaNQ+Vn1zfeKZCZf2pon5MRv7pPAQ3ZsWoV+qfza2jo+xZrYN3oAR2gAH2wRG4AG3QAS74AX6B3+BPYa2wW0AFcy5dXck8b8DSKXz4C3gldEI=</latexit>

E→fω ↑ fspline→2
L2 = O(n→ 4

5 ).

<latexit sha1_base64="+dPLXrxmVFloGBjR0Z8CWxseiKw=">AAAEdXicbZNdT9swFIYNdBvrvmC7mqZJVikT2yJmp6TAxSQG5WMS1bqJUiRSKidxWovEiWwHqKL8of2a3bI/stu5bZjaMEdHenX8vCfHx7ITB0wqhG7n5hdKDx4+WnxcfvL02fMXS8svT2WUCJe23SiIxJlDJA0Yp23FVEDPYkFJ6AS041zujfY7V1RIFvETNYxpNyR9znzmEqVTvaXGVx9Whz0GP0P/wpaKiLWbHnsPP0L7iggaSxZojFXhNVMDWM0ZaDMOjy7MqgHVgOoyK2gdjRe8L3AuVkC+Wr3lhde2F7lJSLlyAyLlOUax6qZEKOYGNCvbiaQxcS9Jn55ryUlIZTcdHzeDqzrjQT8SOriC4+y0I72ZgDM5Eko5DB3tDokayOLeKPm/vfNE+VvdlPE4UZS7k5/7SQBVBEfzhB4T1FXBUAviCqb7h+6ACOIqPfWyLSin124UhoR7qe2TkAVDj/okCVSW2tK/0+WZhpxwlGhQPRtBm7qnbzEVREXiQ2oT0Q8Zz/Ss+rYxUprUVfT9j0+dtjtN4jEZ8R/Uy9Kjk+Zxlu5tIIzq2Sy43zo4nmL2t/AuQsVq04BV26+hDMJVWGkRriJOId7crswaDgWl/M6C0JdGfXvWUttAVsGzGyT0zmLiTexYhVZbiYiDf0jdMg/qe7NVLRNVCq13Bkxpz4/DXV3Vsow8CqUbRFzqnoc5iPGWgfG2gc1aAWxSjyXhFGoiZORRQI9Zf6CmyQ1NTSIrnlzfeE4hQ39ZWT8mXHw698WpuY7r6/Xv5srOTv6sFsEbUAFrAINNsAOOQAu0gQt+gl/gFvxe+FN6W6qW3k3Q+bnc8wrMrNKnvzxXbvw=</latexit>

If yi = fω(xi) + ωi with fω → H2, then

<latexit sha1_base64="Mtuv7wSxvmxez7lgrlN8AT5Gnyo=">AAAEunicbZPtbtMwFIbTrcAoXxuIHwgJrG6TEJTKTtduk0Aa+5ZYRanWddLSVU7itFYTJ3IcRuX5ArhEroJbwG1T1GS4snT0nuc9Ofap7cinsYDwd2FpuXjv/oOVh6VHj588fba69vwiDhPukI4T+iG/tHFMfMpIR1Dhk8uIExzYPunao4NJvvuD8JiG7FyMI9IL8IBRjzpYaKm/+utmSDgBG5YdSKyurVhgDj4DC/NBQFlfznRgUQasAIuhbcu2umZauZ2kxgp8TBOe/KpmtHXbN69N8AFYvm7ExWBefMLFnjxXC5Y0uVHtr67DKpwucDdAabBupKvVX1t+ZbmhkwSECcfHcXyFYCR6EnNBHZ+okpXEJMLOCA/IlQ4ZDkjck9M7U2BTKy7wQq43E2CqLjrkzxmY0XAQx+PA1u7pUfK5ifi/3FUivJ2epCxKBGHO7ONe4gMRgslQgEs5cYQ/1gF2ONX9A2eIOXaEHl3J4oSRGycMAsxcaXk4oP7YJR5OfKGkFXvzuJRpyA4mwiHRd8NJU/f0LSIci5C/l+l4lb6rgVWZRJrUVfSfaHpq2ek2sUvjkLWJq+TpefNMyYMtiGBDZcGj1vHZAnO0g/YhzFdbBOq1oxpUAGyCcgszETIC0PZuOWs44YSwuQXCL4eN3ayltgXrOc++n5C5xUTbyK7nWm0lPPL/IY26edw4yFatm7Cca707pEJ72if7umq9Xkl3rvQh5iPd8zgFEdqpILRbQWYtBzaJS5NgATUhrKQ7h57RwVAskluamm2VP7meeErBiv6pkn5MKP907gYXZhU1qo3v5vreXvqsVozXRtl4ZyBj29gzTo2W0TEc40/hZeFN4W3xU9Eu0uJohi4VUs8LI7OK4i8LQooj</latexit>

where aω = arg mina→Rn →y ↑ Ka→2
2 + ωaTKa.
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Limitations of Linear/Kernel Methods

<latexit sha1_base64="Nv47293ri7ZpsrR06uGcJ5Rmrqw=">AAAEEnicbZO9btswEMeZuB+p+5W0YzsQDgJ0MAJSjpxkS/M9JIAbxHGA2Aho6mQToSiBpNoagpY+Qx+iazt2K7r2Bbr0WUrbSmErPeGA0/H3Px1PZD+RwlhCfi8sVu7df/Bw6VH18ZOnz54vr7y4MHGqObR5LGN92WcGpFDQtsJKuEw0sKgvodO/2Ruvd96DNiJW53aUQC9iAyVCwZl1qevl1+c6BRymio/fMVMBVrEwIxwwy66XV8k6mRi+G9AiWEWFta5XFv90g5inESjLJTPmipLE9jKmreAS8mo3NZAwfsMGcOVCxSIwvWyyjRyvuUyAw1g7VxZPsrOK7OMUnMuxyJhR1HfqiNmhKa+Nk/9bu0ptuNXLhEpSC4pPPx6mEtsYj+eEA6GBW+kGIRjXwvWP+ZBpxq2bZrWrQcEHHkeRm1jWDVkk5CiAkKXS5lnXhLdxtdp1ofs5k9azdueUBcLE6gyCPDs+Pz3Js70NQkkznwcPWocnM8zBFt0lpFxtFvAbBw2SY7yGay2mbKwA083t2rzgSAOoWwkhb/eb2/OSxgbxS5pdmcKtxKObtO+XWm2lOpH/kKbvHTb35qv6HqmVWu8MhXWas6NdV9X364WXSu8zfeN6HhUgpVt1Srfr1GuUwFMIRBrNoB4h9cJL6IkYDO0sueGoqeflnbuzUlCk7p686m4ELZ//u8GFt06b6/Sdt7qzU9yNJfQK1dAbRNEm2kHHqIXaiKNP6Av6ir5VPle+V35Ufk7RxYVC8xLNWeXXX9viTs8=</latexit>

True function and noisy data

<latexit sha1_base64="XOXe8TOOxu/5spbXowSWSQChop4=">AAAEN3icbZNNT9swGMcN3QvL3sp23MUqIO1QITslBXbiHQ4gdYhSJFIh13Faq44dOQ5bFeXz7DPsQ+y6aZftNu26bzC3DVMb5uiR/nr8+z9+7Ni9WPDEIPR9YbHy4OGjx0tPnKfPnr94WV1+dZmoVFPWpkoofdUjCRNcsrbhRrCrWDMS9QTr9Ib74/nOLdMJV/LCjGLWjUhf8pBTYmzqproriO4zuOoL6wnI6jvHUWM+UsoMEjjg/QG8JZpPcMeJlR4LqEJoBgwGxJCb6gpaR5MB7wtciBVQjNbN8uIPP1A0jZg0VJAkucYoNt2M2NJUsNzx04TFhA5Jn11bKUnEkm422WsO12wmgKHSNqSBk+ysI/s4BedyJEqSUdSz7ojYbZXnxsn/zV2nJtzqZlzGqWGSThcPUwGNguPDhAHXjBoxsoJQzW3/kA6IJtTYI3R8zST7QFUUERlkfkgiLkYBC0kqTJ75SXinHce30v7BSetZu3NGAp4oec6CPDu5ODvNs/0NhFEznwcPW0enM8zhFt5DqFxtFvAahw2UQ7gGay0ijZIM4s3t2rzhWDMm7ywI7R40t+ctjQ3klTx7ImV3Fhdv4p5XarWV6lj8Q5qee9Tcn6/quahWar0z4MZ6zo/3bFXPqxdRKn1A9ND2PCpAjLfqGG/XsdsogWcs4Gk0g7oI1Ysooaf23ptZcsNS08jLO7d3paBQ3X65Y18ELt//++LSXcfNdfzeXdnZKd7GEngDauAtwGAT7IAT0AJtQMEn8AV8Bd8qnys/K78qv6fo4kLheQ3mRuXPX95SXN8=</latexit>

large �:
oversmooths high variation
portion of the data

<latexit sha1_base64="b+TK6A16uFZMUoHHTc/yB6wB7qw=">AAAEM3icbZPLThsxFIYN6YVOL0C77MYKIHURIXvCBKhUiXJfgJQiQpBIhByPh1h47JHtgUajeZo+Qx+i23ZVVeqi6rbvUCcZqmSoR0f6dfz9x8ceu5cIbixC32dmKw8ePno898R7+uz5i/mFxZdnRqWashZVQunzHjFMcMlallvBzhPNSNwTrN273hnOt2+YNlzJUztIWDcmV5JHnBLrUpcL70xMhIDLHeE8IVl+63nK8RG3Bgp1C2+I5iPU8xKlhwKqCNo+gyGx5HJhCa2i0YD3BS7EEihG83Jx9mcnVDSNmbRUEGMuMEpsNyOuNBUs9zqpYQmh1+SKXTgpScxMNxvtM4crLhPCSGkX0sJRdtKRfRyDUzkSGzOIe84dE9s35blh8n9zF6mNNroZl0lqmaTjxaNUQKvg8CBhyDWjVgycIFRz1z+kfaIJte64vY5mkt1SFcdEhlknIjEXg5BFJBU2zzomutOe13HS/b1R61mrfUxCbpQ8YWGeHZ4eH+XZzhrCqJFPg3vN/aMJZm8DbyNUrjYJBPW9OsohXIHVJpFWSQbx+mZ12nCgGZN3FoTe7zY2py31NRSUPNsiZXcWH6/jXlBqtZnqRPxDGoG/39iZrhr4qFpqvd3n1nlODrZd1SCoFVEqvUv0tet5UIAYb9Qw3qxhv14Cj1nI03gC9RGqFVFCj/hV306Sa44aR17eubsrBYVq7ss99yJw+f7fF2f+Km6s4g/+0tZW8TbmwGtQBW8AButgCxyCJmgBCj6BL+Ar+Fb5XPlR+VX5PUZnZwrPKzA1Kn/+AjcuWyA=</latexit>

small �:
overfits low variation
portion of the data

<latexit sha1_base64="UhPRBohprI5czvYY1nHYsmQtrlU=">AAAEO3icbZPPT9swFMcN3Q/W/QC24y5WEdIOVWWnpMCNAQUOReoQpUikQo7jtBaJHdkOo4ryF+1v2B+x4zZpl92mXXef24apDXP0pKf3Pt/n5xfbTyKuDUJfl5Yrjx4/ebryrPr8xctXq2vrry+0TBVlPSojqS59olnEBesZbiJ2mShGYj9iff/mYJLv3zKluRTnZpywQUyGgoecEmND12ttz7A744dZxxYgCsbMjGSgc0iJENJAEpDEQCOhTqyCRNEY3hI15mIIdSylGQmmdeN6bQM10HTBhw4unA1QrO71+vIPL5A0jZkwNCJaX2GUmEFGlOE0YnnVSzVLCL0hQ3ZlXUFipgfZ9Lw53LSRAIZSWRMGTqPziuxuBi7ESKz1OPatOiZmpMu5SfB/uavUhDuDjIskNUzQ2eZhGk1mMhkoDLhi1Ni5BJxQxW3/kI6IItTYsVc9xQT7SGUcExFkXkhiHo0DFpI0Mnnm6fDer1Y969qfMG096/VPScC1FGcsyLOT89NOnh1sIYxa+SLY7h515pj2Dt5HqFxtHnCb7SbKIdyEtS4RRgoG8fZubVFwrBgT9xKE3h+2dhclzS3kljT7UcruJQ7exr5barWbqiT6h7Rc56h1sFjVdVCt1Hp/xI3VnB3v26quWy+sVPqQqBvb87gAMd6pY7xbx06zBJ6ygKfxHOogVC+shHb4cGTmyS1LzSwvn9zelYJCdfvlVfsicPn+P3QunAZuNfAHZ2Nvr3gbK+AtqIF3AINtsAdOQBf0AAWfwBfwDXyvfK78rPyq/J6hy0uF5g1YWJU/fwFesmC4</latexit>

Linear methods cannot adapt to spatially varying smoothness.
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Limitations of Linear/Kernel Methods

wavelet shrinkage

neural network
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Limitations of Linear/Kernel Methods
<latexit sha1_base64="Zt+a2mzE0hZ8HJm6CP0BGmoB6vE=">AAAEH3icbZNLbtswEIaZuI9UfSXtshvCQYAWMAJSjuxkl+a9SAA3iOMAsRHQ1MgmLFECSbU1BJ2hZ+ghum2X3RXdZtOzlLaVwlZKYYDBzPcPhyOyn4RCG0Jul5YrDx4+erzyxHn67PmLl6trry51nCoObR6HsbrqMw2hkNA2woRwlShgUT+ETn+0P8l3PoLSIpYXZpxAL2IDKQLBmbGhm9V3XQ7SgBJy4DgXKgUcpJJPco7DpI9lLPQY+8ywm9V1skmmC993aOGso2K1btaW/3T9mKeR3YCHTOtrShLTy5gygoeQO91UQ8L4iA3g2rqSRaB72fRMOd6wER8HsbImDZ5G5xXZ5xm4EGOR1uOob9URM0Ndzk2C/8tdpybY7mVCJqkByWebB2mITYwnQ8O+UMBNaAchGFfC9o/5kCnG7eRsJQUSPvE4iuzEsm7AIhGOfQhYGpo86+rgznecrnXtn5q2nrU7Z8wXOpbn4OfZycXZaZ7tbxFKGvkieNg6Op1jDrfpHiHlavOAVz+skxzjDVxtMWliCZg2d6qLgmMFIO8khLw/aOwsSupbxCtp9sIU7iQubdK+V2q1laok/Ic0PPeosb9Y1XNJtdR6ZyiM1Zwf79mqnlcrrFT6gKmR7XlcgJRu1yjdqVG3XgLPwBdpNIe6hNQKK6GnYjA08+SWpWaWl09u70pBkZr9cse+CFq+//edS3eTNjbpB3d9d7d4GyvoDaqit4iiJtpFJ6iF2oijL+gb+o5+VL5WflZ+VX7P0OWlQvMaLazK7V81IVN0</latexit>

True function
and noisy data

<latexit sha1_base64="vsCsu0sMyw1aTvvg+mhJ0HvSyPE=">AAAEJHicbZPLbhMxFIbdhksZbi0s2VipKhUpRPYkk7a70vuilULVNJWaqHI8J4kVj2fk8QDRaN6CZ+Ah2MKSHWLBps+Ck0xRMsXWkX4df//xsWX3IiliQ8ifpeXSg4ePHq88cZ4+e/7i5eraq8s4TDSHFg9lqK96LAYpFLSMMBKuIg0s6Elo90b7k/X2R9CxCNWFGUfQDdhAib7gzNjUzWq1w0EZ0EINHOdiKNS7SDIDOI4mFR1ncwRagcQBmGHov71ZXSdVMh34vqC5WEf5aN6sLd92/JAngd2FSxbH15REppsybQSXkDmdJIaI8REbwLWVigUQd9PpwTK8YTM+7ofahjJ4mp13pJ9n4EKOBXE8DnrWHTAzjItrk+T/1q4T09/upkJFiQHFZ5v3E4lNiCc3h32hgRs5toJxLWz/mA+ZZtxen62kQcEnHgYBU37a6bNAyLEPfZZIk6WduH+nHadjpb3caetpq33GfBGH6hz8LD25ODvN0v06oaSRLYKHzaPTOeZwm+4RUqw2D3i1wxrJMN7A5SZTJlSA6dZOedFwrAHUnYWQ9weNnUVLrU68gmdPJnBncekW7XmFVpuJjuQ/pOG5R439xaqeS8qF1ttDYazn/HjPVvW8Sh6F0gdMj2zP4xykdLtC6U6FurUCeAa+SII51CWkkkcBPRWDoZkn65aaRVY8uX0rOUUqdmaO/RG0+P7vi0u3ShtV+sFd393N/8YKeoPKaBNRtIV20Qlqohbi6Av6hr6jH6WvpZ+lX6XfM3R5Kfe8RgujdPsX1BVVNQ==</latexit>

Thin-plate spline
(kernel method)

<latexit sha1_base64="wbLjgwtF/XJXyAV3Y74FTPCt2Us=">AAAEJHicbZPLThsxFIYN6YVOL0C77MYKQqJSFNkTJsCOcl9AlSJCkEiEHM+ZxIrHE3k8pdFo3qLP0Ifotl12V3XRDc9SJxmqZKitI/06/v7jY8vuDqWIDSF/FhZLjx4/ebr0zHn+4uWr5ZXV15dxlGgOTR7JSF91WQxSKGgaYSRcDTWwsCuh1R3sj9dbn0DHIlIXZjSETsh6SgSCM2NTNyvVNgdlQAvVc5wPkGgmsQJzG+mB42yoSI0LM41DMP3If3ezskaqZDLwQ0FzsYby0bhZXbxr+xFPQrsLlyyOrykZmk7KtBFcQua0kxiGjA9YD66tVCyEuJNODpbhdZvxcRBpG8rgSXbWkX6egnM5FsbxKOxad8hMPy6ujZP/W7tOTLDdSYUaJgYUn24eJBKbCI9vDvtCAzdyZAXjWtj+Me8zzbi9PltJg4JbHoUhU37aDlgo5MiHgCXSZGk7Du6147SttLc6aT1tts6YL+JInYOfpScXZ6dZur9JKKln8+Bh4+h0hjncpnuEFKvNAl7tsEYyjNdxucGUiRRgurVTnjccawB1byHk/UF9Z95S2yRewbMnE7i3uHSLdr1Cq41ED+U/pO65R/X9+aqeS8qF1lt9Yazn/HjPVvW8Sh6F0gdMD2zPoxykdLtC6U6FurUCeAa+SMIZ1CWkkkcBPRW9vpklNy01jax4cvtWcopU7Mwc+yNo8f0/FJduldar9KO7trub/40l9BaV0QaiaAvtohPUQE3E0Rf0DX1HP0pfSz9Lv0q/p+jiQu55g+ZG6e4vCABVig==</latexit>

Neural network
(nonlinear method)

<latexit sha1_base64="2W1r+VoazoiT+cexoFcrz8zzGdM=">AAAENnicbZNNT9swGMcN3QvrXoDtuItVhLRDV9kpKXDreD/A1CFKkUiFHMehVh0nsp1BFeXr7DPsQ+y6Sbtwm3bdR5jbhqkNc/RIfz3+/R8/dmw/EVwbhH4uLFYePX7ydOlZ9fmLl6+WV1Zfn+s4VZR1aSxideETzQSXrGu4EewiUYxEvmA9f7g7nu99ZkrzWJ6ZUcL6EbmWPOSUGJu6Wml/ZKkiAkpmbmI11JASCUlAEgNNDD3Dbo0fZiK+eR/wiMlxHUtro1JqUsXyxtXKGmqgyYAPBS7EGihG52p18c4LYpraaoYKovUlRonpZ0QZTgXLq16qWULokFyzSysliZjuZ5Ot5nDdZgIYxsqGNHCSnXVkt1NwLkcirUeRb90RMQNdnhsn/zd3mZpwq59xmaSGSTpdPEzF+GTGZwkDrhg1YmQFoYrb/iEdEEWosSde9RST7IbGUURkkHkhibgYBSwkqTB55unwXlernpX2B05az7q9ExJwHctTFuTZ0dnJcZ7tbiCMWvk8uN85OJ5h9rfwDkLlarOA29xvohzCdVjrEGliySDe3K7NGw4VY/LegtCHvdb2vKW5gdySZ0ek7N7i4E3su6VWO6lKxD+k5ToHrd35qq6DaqXWewNurOf0cMdWdd16EaXSe0QNbc+jAsR4q47xdh07zRJ4wgKeRjOog1C9iBJ6zK8HZpbcsNQ08vLO7V0pKFS3X161LwKX7/9Dce40cKuBPzlr7XbxNpbAW1AD7wAGm6ANjkAHdAEFX8A38B38qHyt3FV+VX5P0cWFwvMGzI3Kn7/pAl6H</latexit>

Neural networks can adapt to low-dimensional structure.
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Summary

• Kernel methods are well-understood from the function-space view.

=⇒ Essentially by construction.
=⇒ There is a one-to-one correspondance between a kernel k(·, ·) and

their associated RKHS Fk.

• We know when kernel methods work and how well they work.

=⇒ Kernel methods are “optimal” for learning functions in their
associated RKHS.

• We know that there are situations where they do not work.

=⇒ There are fundamental drawbacks to linear methods.
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Outline

1 Hilbert Spaces ⇔ Linear/Kernel Methods

2 Banach Spaces ⇔ Nonlinear/Sparse Methods

3 Banach Spaces ⇔ Shallow Neural Networks

4 Beyond(?) Banach Spaces ⇔ Deep Neural Networks
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Banach Spaces - Basic Definition

Assume F is a vector space of functions defined on a domain Ω ⊂ Rd.

We will focus on functions with real outputs (scalar- or vector-valued).
We say that ∥·∥F : F → R≥0 is a norm if it is:

• subadditive: ∥f + g∥F ≤ ∥f∥F + ∥g∥F
• homogeneous: ∥αf∥F = |α|∥f∥F
• positive definite: ∥f∥F = 0 if and only if f ≡ 0

Remark: Every inner product ⟨·, ·⟩ induces a valid norm: ∥f∥2 := ⟨f, f⟩.

Definition

A Banach space is a vector space F equipped with a norm ∥·∥F that is
complete with respect to the norm ∥·∥F .
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Reproducing Kernel Banach Spaces

Definition

A Banach space of functions F is called a Reproducing Kernel Banach
Space (RKBS) if its norm ∥·∥F is strictly convex, if its dual norm ∥·∥F ′

is strictly convex, and for all x ∈ Ω there exists a constant Cx such that

|f(x)| ≤ Cx∥f∥F for all f ∈ F .

• Strict convexity of the norm and dual norm ensures the existence of a
unique reproducing kernel k : Ω× Ω → R with k(x, ·) ∈ F and
k(·,x) ∈ F ′ and

⟨k(·,x), f⟩ = f(x), for all f ∈ F .
⟨f ′, k(x, ·)⟩ = f ′(x), for all f ′ ∈ F ′.

• The RKBS shares many similarities to the RKHS framework, but
reflexivity is too strong of a condition to capture important spaces
related to sparsity.

37 / 114Zhang et al. 2009; Lin et al. 2022; Bartolucci et al. 2023



Sparsity = Feature Learning?

In Hilbert-space methods, the learned models are linear in parameters.

Linear methods cannot adapt to spatially varying smoothness.

Linear methods do not learn features.

Early approaches to circumvent this issue were based on sparsity:

• lasso (Tibshirani 1996)

• sparse approximation (DeVore 1998)

• wavelet shrinkage/thresholding (Donoho and Johnstone 1998)

• compressed sensing (Candès et al. 2006; Donoho 2006)

Sparse methods are nonlinear in parameters.

Is sparsity key to understand feature learning?
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Sparsity and the Quest for Adaptivity

Latent Variable Perspective: The target function depends only on an
r-dimensional projection (r ≪ d) of the input.

Manifold Hypothesis: d-dimensional data sets that occur in the real
world actually lie along r-dimensional latent manifolds (r ≪ d).

Structured Smoothness: The target function has some unknown
structured smoothness.

Can we design methods that adapt to the unknown structure?

Sparsity ⇒ adaptation

Adaptation = feature learning?
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Sparse Models: Finite-Dimensional Case

Returning to our simplest parametric model, where F is the linear span of
a dictionary of finitely many functions φ1, . . . , φK .

fθ =

K∑

k=1

θkφk, C(θ) = ∥θ∥1
FΘ = F = span{φk}Kk=1

R(f) = inf
θ:f=fθ

∥θ∥1

The learning problem is

min
θ∈RK

n∑

i=1

L(yi, [V θ]i) + λ∥θ∥1,

where the ith row of V ∈ Rn×K is

V = [φ1(xi), φ2(xi), . . . , φK(xi)]

• Data-fitting over F is equivalent to a finite-dimensional convex
optimization problem.

• There always exists a solution with at most K dictionary functions.
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Sparse Models: Infinite-Dimensional Case

What if we had an infinitely large dictionary? {φk}k∈Z

fθ =
∑

k∈Z
θkφk, C(θ) = ∥θ∥ℓ1

FΘ ⊂ F = span{φk}k∈Z

R(f) = inf
θ:f=fθ

∥θ∥1

The learning problem is

min
θ∈ℓ1(Z)

n∑

i=1

L(yi,V{θ}) + λ∥θ∥ℓ1 ,

where V : ℓ1(Z) → Rn.

• Data-fitting over F is equivalent to a infinite-dimensional convex
optimization problem.

• Solutions have infinitely many dictionary functions? Are we screwed?

Luckily, we are not.
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Intuition: Soft Thresholding

Consider the “denoising” problem

min
θ∈ℓ1(Z)

∥y − θ∥2ℓ2 + λ∥θ∥ℓ1 = min
θ∈ℓ1(Z)

∑

k∈Z

[
(yk − θk)

2 + λ|θk|
]

Pop Quiz: What is the solution to this problem?

This problem can be “decoupled”.

min
θk∈R

(yk − θk)
2 + λ|θk| ⇒ soft thresholding of yk

⇒ θ̂k = sgn(yk)max{0, |y| − λ/2}

Since θ ∈ ℓ1(Z), the sorted coefficients |θ(1)| ≥ |θ(2)| ≥ · · · must decay
strictly faster than 1/k.

For every λ > 0, only a finite number of coefficients will be nonzero.

Soft thresholding is nonlinear in parameters.

42 / 114Donoho and Johnstone 1995



Representer Theorems for ℓ1-Norm Regularization

The sparsity of solutions is related to the convex
geometry of the optimization problem.

min
θ∈ℓ1(Z)

n∑

i=1

L(yi,V{θ}) + λ∥θ∥ℓ1 ⇔ min
θ∈ℓ1(Z)

∥θ∥ℓ1

s.t.

n∑

i=1

L(yi,V{θ}) ≤ B

⇔ min
θ∈ℓ1(Z)

∥θ∥ℓ1 s.t. V{θ} ∈ C ⊂ Rn

There exists a solution θ̂ that is n-sparse.

• Tightly linked to Carathéodory’s theorem for convex hulls.

• This is an example of a Banach-space representer theorem.

=⇒ ℓ1(Z) is a non-Hilbertian Banach space.

43 / 114Chandrasekaran et al. 2012



Geometry of ℓ1-Norm Regularization

The extreme points of the ℓ1-ball are 1-sparse vectors.

1-sparse vectors are Kronecker deltas:

ek[n] = δk[n] =

{
1, if n = k

0, else.

Pop Quiz: What are the extreme points of the ℓ2-ball?
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Convex Optimization in Infinite Dimensions?

min
θ∈ℓ1(Z)

n∑

i=1

L(yi,V{θ}) + λ∥θ∥ℓ1 Convex problem, but
infinite-dimensional.

BUT, we know there exists a solution θ̂ that is n-sparse:

fθ̂ =

n∑

j=1

θ[j]φ[j]

Pop Quiz: Can we just optimize over n-sparse sequences?

Yes, but the problem becomes nonconvex.

45 / 114



Wavelet Shrinkage

fθ(x) =
∑

j,k

θj,k 2
−j/2ψ(2jx− k) C(θ) = ∥θ∥ℓ1

min
θ

n∑

i=1

L(yi, fθ(xi)) + λ∥θ∥ℓ1

• We can efficiently solve this
optimization problem by thresholding
the empirical wavelet coefficients.

• The resulting solution is able to adapt
to intrinsic structure in the
data-generating function.

46 / 114Donoho and Johnstone 1994



Spatially Inhomogeneous Functions

Spatially inhomogeneous functions have different kinds of local regularity.

Designing locally adaptive estimators was of great interest in the 1990s.

• Real-world signals (low-dimensional objects) are spatially
inhomogeneous.

• Linear methods cannot adapt to spatial inhomogeneities while
sparse/nonlinear methods can.

=⇒ Mathematical foundations for the success and popularity of wavelets.

What kinds of function spaces capture spatial inhomogeneities?

47 / 114Donoho et al. 1990



Besov Spaces and Bounded Variation (BV) Spaces

Spatially inhomogeneous functions are well-captured by
Besov and Bounded Variation (BV) spaces.

• The Besov space Bs
p,q is the space of functions with s derivatives in

Lp, where q allows for finer control of the regularity:

Bs
p,q ⊂ Bs

p,q′ ⇔ q < q′

=⇒ When p < 2, Bs
p,q contains functions that are spatially

inhomogeneous.
• The (total) variation of a function is

TV(f) = sup

n−1∑

i=0

|f(xi+1)− f(xi)|
(
≈
∫

|f ′(x)|dx
)
.

where the sup is over all partitions. BV is the space of functions with
bounded (total) variation TV(f) <∞.
=⇒ f ∈ BVk ⇔ f (k−1) ∈ BV ⇔ TVk(f) = TV(f (k−1)).

• BVk is morally a Besov space since we have the sandwich

Bk
1,1 ⊂ BVk ⊂ Bk

1,∞.
48 / 114DeVore 1998



Native Space of Wavelet Soft Thresholding


fθ =

∑

j,k

θj,kψj,k :
ψj,k(x) =

2−j/2ψ(2jx− k)





C(θ) = ∥θ∥ℓ1

F : Besov space B1
1,1

R(f) = ∥f∥B1
1,1

Besov norm

min
θ

n∑

i=1

L(yi, fθ(xi))+λ∥θ∥ℓ1 ⇔ min
f∈B1

1,1

n∑

i=1

L(yi, f(xi))+λ∥f∥B1
1,1

• ℓ1-limits of wavelet coefficients
converge to B1

1,1 functions

=⇒ Other choices of sequence space
norms give rise to all other Besov
spaces Bs

p,q.

• There always exists a solution to the
problem over B1

1,1 that is a sparse and
finite combination of wavelets.

=⇒ Soft-thresholding is the algorithm of
choice.

49 / 114Meyer 1992



Integral Representations of Functions

For smooth functions on [0, 1], by the fundamental theorem of calculus, we
have that

f(x) = f(0)+

∫ x

0

f ′(t) dt ⇒ f(x) = f(0)+

∫ 1

0

ReLU0(x−t)f ′(t) dt.

If we iterate this process...

f(x) =

k−1∑

j=0

f (j)(0)xj +

∫ 1

0

ReLUk−1(x− t)f (k)(t) dt

Pop Quiz: When is this quantity well-defined?

• ∥f (k)∥L1 <∞.

• Suppose k = 1 and f(x) = ReLU0(x− 0.5).
=⇒ f ′(x) = δ0.5.

=⇒ f(x) =

∫ 1

0

ReLU0(x− t) dδ0.5.

• Identify f (k) with a measure ν ⇒ ∥ν∥M <∞.

50 / 114Fisher and Jerome 1975



BV Spaces and Continuously-Indexed Dictionaries

For smooth functions, we have that

TV(f) = sup

n−1∑

i=0

|f(xi+1)− f(xi)| =
∫ 1

0

|f ′(x)| dx.

For nonsmooth functions,

TV(f) = ∥f ′∥M ⇒ TVk(f) = ∥Dk f∥M.

If f ∈ BVk and ν = Dk f , then,

f(x) =

k−1∑

j=1

cjx
j +

∫ 1

0

ReLUk−1(x− t) dν(t)

• Peano kernel formula

• Infinite-width neural network?

• f ∈ BVk ⇒ f can be build from the continuously-indexed
dictionary {ReLUk−1(· − t)}t∈[0,1].
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Minimax Optimality of Nonlinear Methods

Pop Quiz: What is the regularity of this function?

• This is a BV2 function.

• The minimax rate for BV2 is

inf
f̂

sup
f∈BV2

TV2(f)≤C

E∥f − f̂∥2L2 ≍ n−4/5

smoothing spline wavelet shrinkage

n−3/4 n−4/5

• n−3/4 is the linear minimax rate
52 / 114Donoho and Johnstone 1998; Mammen and Geer 1997



Sparsity in the Continuum

Discrete sparse model:

∑

k∈Z
θkφk, C(θ) = ∥θ∥ℓ1

Continuous sparse model:

∫

Ξ

φξ dν(ξ), C(ν) = ∥ν∥M

The continuous model is “backwards compatible” with the discrete model.

∥∥∥∥∥
∑

k∈Z
θkδξk

∥∥∥∥∥
M

=
∑

k∈Z
|θk| = ∥θ∥ℓ1

Pop Quiz: Why don’t we use the L1-norm for continuous sparsity?

• The extreme point of the unit ball of ℓ1(Z) are the Kronecker
deltas: {ek}k∈Z.

• The extreme points of the unit ball of M(Ξ) are the Dirac
deltas/measures: {δξ}ξ∈Ξ.

• The extreme points of the unit ball of L1(Ξ)...do not exist.
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Variation Spaces

Given a continuously-indexed dictionary D = {φξ}ξ∈Ξ, the variation
space of D is the space

V = V(D) =

{
fν =

∫

Ξ

φξ dν(ξ) : ν ∈ M(Ξ)

}
.

This forms a Banach space when equipped with the norm/representation
cost

R(f) = ∥f∥V = inf
ν∈M(Ξ)
f=fν

∥ν∥M

Example: BVk (modulo polynomials) is a variation space with respect to
the {ReLUk−1(· − t)}t∈[0,1] dictionary.

The variation norm is the continuous counterpart of the atomic norm.

54 / 114Barron 1993; Kůrková and Sanguineti 2001; Mhaskar 2004; Bach 2017



Variation Spaces as a Closure

fθ =

K∑

k=1

ϑkφξk ,
θ = (ϑ, ξ)

C(θ) = ∥ϑ∥ℓ1
F = span{φξ}ξ∈Ξ

If the dictionary D = {φξ}ξ∈Ξ is sufficiently regular, then

V(D) = F

Observation: Variation spaces are ℓ1-limits of combinations from
continuous dictionaries.

55 / 114Donoho 2000; Siegel and Xu 2023



Meyer’s Bump Algebra

Let Kx denote the Gaussian kernel centered at x. Consider the dictionary
G = {Kx}x∈Ω, where Ω ⊂ Rd.

The variation space V(G) is called Meyer’s Bump Algebra.

V(G) = Bd
1,1(Ω)

On the other hand, the RKHS F generated by G is fundamentally
different.

F ⊂ Hs(Ω) for any s ≥ 0

• F is an extremely small space.

• V(G) is reasonably large.

=⇒ F ⊊ V(G)

Pop Quiz: Why did we get different spaces from
the same parametric model space FΘ?

This is alluding to a gap between Hilbert- and Banach-space methods.
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Representer Theorems for M-Norm Regularization

Theorem

Fix a dictionary D = {φξ}ξ∈Ξ of continuously-parameterized functions.
For any data set {(xi, yi)}ni=1 and lower semicontinuous, bounded from
below, and proper loss function L(·, ·), there exists a solution ν̂ to

min
ν∈M(Ξ)

n∑

i=1

L(yi, fν(xi)) + λ∥ν∥M, λ > 0,

that leads to a representation of the form

fν̂(x) =

K∑

k=1

vkφξk(x), K ≤ n.

There always exists a solution that is a K-sparse sum
of dictionary functions.
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Convex or Nonconvex?

min
ν∈M(Ξ)

n∑

i=1

L(yi, fν(xi)) + λ∥ν∥M Convex problem, but
infinite-dimensional.

BUT, we know there exists a solution ν̂ that is K-sparse:

fν̂(x) =

K∑

k=1

vkφξk(x)

Pop Quiz: Can we just optimize over K-sparse sums?

Yes, but the problem becomes nonconvex.

min
v1,...,vK
ξ1,...,ξK

n∑

i=1

L
(
yi,

K∑

k=1

vkφξk(xi)

)
+ λ∥v∥1
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Geometry of Convex Regularization

The “atoms” of the solution are the extreme
points of the regularization ball.
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Abstract Representer Theorems

Theorem

Consider the learning problem over the function space F

inf
f∈F

n∑

i=1

L(yi, f(xi)) + λR(f).

Under appropriate hypotheses on F and R, there always exists a sparse
solution of the form

f̂ =

K∑

k=1

vkek, K ≤ n,

where ek ∈ Ext({f ∈ F : R(f) ≤ 1}).

Infinite-dimensional optimization problems with finite
data constraints always admit sparse solutions.

60 / 114Boyer et al. 2019; Bredies and Carioni 2020; Unser 2021



Summary

• Sparsity allows for methods to adapt to structure.

=⇒ Linear methods (including kernel methods) cannot.
=⇒ Quantification via minimax and linear minimax rates.

• Infinite-dimensional sparse models correspond to convex problems.

=⇒ These problems can be recast as finite-dimenensional non-convex
problems.

=⇒ This will play a key role in understanding neural networks from the
function-space view.

• The infinite-dimensional perspective reveals interesting aspects about
the geometry of convex regularization.

=⇒ Abstract representer theorems and extreme points.
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Outline

1 Hilbert Spaces ⇔ Linear/Kernel Methods

2 Banach Spaces ⇔ Nonlinear/Sparse Methods

3 Banach Spaces ⇔ Shallow Neural Networks

4 Beyond(?) Banach Spaces ⇔ Deep Neural Networks
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What is the Inductive Bias Shallow Neural Networks?

<latexit sha1_base64="EZTEcmGzGPp1WQ4206nqM+csZto=">AAACRXicbZDNbhMxFIU9hUIJBUK77MZqhMQqmsmCsiMSG5atRJpKmSi647lurPhnZF9TRaO8B0/DtrwCD8EOsUICJw0StL2S5U/n3OufUzVaBcrzb9nOg4e7jx7vPek83X/2/EX35cF5cNELHAmnnb+oIKBWFkekSONF4xFMpXFcLd6v/fEn9EE5+5GWDU4NXFollQBK0qw7GM+B+ELZOnAnuYxWrI3Aa8ctRg86bXTl/CLwdLBE/27W7eX9fFP8LhRb6LFtnc66v8raiWjQktAQwqTIG5q24EkJjatOGQM2IBZwiZOEFgyGabv524q/SkrNpfNpWeIb9d+JFkwIS1OlTgM0D7e9tXifN4kk305bZZtIaMXNRTJqTo6vg+K18ihILxOA8Cq9lYs5eBCU4uyUHi1eCWcM2LotJRillzVKiJpWbRnkX+6kuIrb4dyF80G/eNMvzga94XAb3B47YsfsNSvYCRuyD+yUjZhgn9kXds2+ZtfZ9+xH9vOmdSfbzhyy/yr7/QfJo7Ol</latexit>

What kinds of functions do neural networks prefer?

<latexit sha1_base64="vNJ36RC7pq9H09iRlWs9aw1XXNg=">AAAFTHicjVNNb9tGEKVcJU3VpInbYy8LfyA5qM6ubMn2zbHjJEBtQEmjOICpOMvl0Fx4uSR2l7EVgv+sv6H3XHLotT32VhTIUFQMiekhKyw0mHlv9s0Hg0xJ6yj90Fr6pn3j5re3vut8f/vOD3fvLf/4yqa5ETASqUrN64BbUFLDyEmn4HVmgCeBgpPg4qCKn7wDY2WqX7pJBuOEn2sZScEdus6WWyM/gHOpC+kgke+h7BDiV/ap7+DKTR8o9lUOZTF1BLlS4Mox+S0XMYlyLao8lgiuSQCEZ5lJr2TCHYQkmBBONOSGK/xzl6m56GB6Qi6li8nar2vTYMXmDpEGSeh9U/ziR4aLgpVFryzXNirO+ldpOkiTjBuo81fpLIlSQ4Ti1mLF6lpv7cLwZSxFjA+sk7dvbR5FYIiLgYjcWCBpREKZgK6ax5V0k/v3CddYF8T8HdZqa7X2YVip9EGH1108u7dKN+j0kC8NNjNWvdkZni0vffTDVOT4nJuKO2U0c+OCGyeFwrH4uYWMiwt+Dqdoap6AHRfTXpRkHT3htNYo1Y5MvfOM4qoGLvh4Yu0kCZCN44ptM1Y5/y92mrtoZ1xIneUOtKgfj3JFXEqqDcOeGRBOTdDgwkjUT0TMcaIO97DjG9BwKdIkwVYWfsQTqSYhRDxXDudpo892p+OjiWtdz3t0csxDaVP9AsKyePby+KgsDrYoo4NyEXg4fHI0hzncYfuUNrPNA/qbh5u0xB0jK0OuXaqBsO3dlUXCUwOgP1MoffR4sLtI2dyi/QanXtGa0mPbLOg3pA5zk6lryKDfezI4WMza79GVhvSTGJesLF483ces/X53dhupH3NzgZonMyBjO13Gdrust9kAHkMo82QO2qO0O7sN6JE8j908cgtR9S2bleOuzFC0i7+yg18Ea+7/l8ar3gYbbLDnvdW9vdm3ccv72VvxHnjM2/b2vGfe0Bt5ovV768/WX62/23+0/2n/2/6vhi61ZpyfvIVz4+YnL13A7A==</latexit>

• Such functions can be approximated by a neural network

with K neurons at a rate K� 1
2 .

<latexit sha1_base64="mJEdEq7RAqNgR3++TGcIlKmMuVQ=">AAAEi3icbVPRTtswFE1Zt7FsbLA97sUrILGtVHZLC532wAoFHkDqEKVItEKOc0OtOk7kOIMqymfs4/ayH9nL3DZMbZija11dn3N8HF87oeCRxvhXYelJ8emz58sv7JevVl6/WV17exkFsWLQZYEI1JVDIxBcQldzLeAqVEB9R0DPGR1M1ns/QEU8kBd6HMLAp7eSe5xRbUo3qz/7Gu71VCdpiRjSpEWVCiTaIs1m7WOKuNQqcGMGLqKICRpFKPDQhrux7XIf5ESYCuTFkk0EI9vWQ6oRoxI5gGgYquCe+1Qb+nQnx0vMrMAHMUZ3IESKnDGSECujIkHfBWoUVW5W13EFTwd6nJAsWbey0blZW/rddwMWG0d6avKa4FAPEqo0ZwJSux9HEFI2ordwbVJJfYgGyfTcKdo0FRd5gTIhjflJdZ6R3M+ACzXqR9HYdwzbHG8Y5dcmxf+tXcfa2xskXIaxBslmm3uxQDpAkwtCLlfAtPk7LqdMceMfsSFVlGlzjXZfgYQ7Fvg+lW7S96jPxdgFj8ZCp0k/8h5y2+6b1HTF7G67vTPq8iiQ5+CmycnF2WmaHOxgghvpIrDdOTqdw7T3SAvjvNo8oF5r13CK0CYqdajUgQREdpulRcKxApAPFIy/HTaai5TaDq7nOLN2nFGqZJc49ZzVTqxC8Q/SqFePGgeLqvUqLuWs94ZcG875ccuo1uvlLHLSh1SNjOdxBiRkr0xIs0yqtRzwDFwe+3PQKsblLHLQU3471PPIHYOaRZo/uemVDIXL5ktt8yJIvv8fJ5fVCmlUyPfq+v5+9jaWrfdWydqyiLVr7VsnVsfqWsz6U/hQ+FT4XFwp1opfil9n0KVCxnlnLYxi+y8nEHg+</latexit>

Barron (1993) introduced a class of d-dimensional functions
that can be approximated extremely well by neural networks.

<latexit sha1_base64="tDcNvo7JWcBWSLgYve2QQwy9r/8=">AAAEmHicbVNbb9owFA4d2zp2a7e37cWjrbQHhGwol75Rep3USqwqZRJBleOcgEXiINtZy6L8mf2rvey3zIF0g3SOjvTlnO8759g+dmY+VxrjX4WNJ8Wnz55vvii9fPX6zdut7Xc3Kowkgz4L/VB+c6gCnwvoa659+DaTQAPHh4EzPUrjg+8gFQ/FtZ7PYBTQseAeZ1Qb1+3WT9uBMRcx1xDwH5CUELJTPByl6FHsIWpruNeL6nHXjyCJd20emH5B7SYjdChcCXeoS6UMBXJkOAWkJ4BYJBWg0EMuD0CkPVGf6/mntBQI91+htb/brR1cxYuFHgOSgR0rW73b7Y3fthuyyNTQzKdKDQme6VFMpebMT9NHCmaUTekYhgYKGoAaxYvtJGjPeFzkhdKY0GjhXVXE90vimo8GSs0Dx6gDqicqH0ud/4sNI+21RzEXs0iDYMviXuQjHaL0tsxBSWDanxtAmeSmf8QmVFKmzZ2WbAkC7lgYBNScl+3RgPtzFzwa+TqJbeU94FLJNtCMyPLK+oNL6nIViitwk/j8+vIiiY/2McHNZJ140ju9WOGctEkX43y2VUKjflLHCUJ7qNyjQocCEGkdlNcFZxJAPEgwPjxuHqxL6vu4kdMsp2wpqZEWcRq5VnuRnPl/Kc1G7bR5tJ61UcPlXOuDiRmyJL4665qsjUYls1zqYyqnpud5RiSkXSHkoEJq9RzxElweBSvUGsaVzHLUCz6e6FXmvmEtLcnv3MxKxsIV8yUl8yJIfv4fg5talTSr5Gttp9PJ3sam9dEqW58tYrWsjnVu9ay+xQqbhWqhVWgXPxQ7xbPilyV1o5Bp3ltrq3j1B5vlfHQ=</latexit>

=) Andrew Barron broke the curse of dimensionality!

<latexit sha1_base64="7WyLIv6kiLJn5BlaSL0Ev1KT3fg=">AAAEAXicbZNNT9swGMcN3QvrXoDtuItVhLRDheyUFLhBeT2A1CFKkWiFXOcJtXCczHbGqiinfYhdt+Nu0677JLvss8y0YWrDHD3SX8/z+z954tiDRApjCfk9N1959PjJ04Vn1ecvXr5aXFp+fW7iVHPo8FjG+mLADEihoGOFlXCRaGDRQEJ3cLN7V+9+BG1ErM7sKIF+xK6VCAVn1qX6OyrQcItbTOtYXS2tkDUyXvihoIVYQcVqXy3P/+kFMU8jUJZLZswlJYntZ0xbwSXk1V5qIGH8hl3DpZOKRWD62XjqHK+6TIDDWLtQFo+z047s0wScybHImFE0cO6I2aEp1+6S/6tdpjbc7GdCJakFxScvD1OJbYzvtgUHQgO3cuQE41q4+TEfMs24dZtX7WlQcMvjKGIqyHohi4QcBRCyVNo865nwXlerPSfdvxiPnnW6JywQJlanEOTZ0dnJcZ7trhNKmvksuN8+OJ5i9jdpi5Byt2nAb+w3SI7xKq61mbKxAkw3tmqzhkMNoO4thOzsNbdmLY114pc8LZnCvcWjG3Tgl0ZtpzqR/5Cm7x00d2e7+h6plUbvDoV1ntPDluvq+/UiSq33mL5xM48KkNLNOqVbdeo1SuAJBCKNplCPkHoRJfRYXA/tNLnuqEnk5S93Z6WgSN09edXdCFo+/w/FubdGm2v0vbey3SzuxgJ6i2roHaJoA22jI9RGHcTRB/QFfUXfKp8r3ys/Kj8n6Pxc4XmDZlbl119Sdkhe</latexit>

Andrew Barron

<latexit sha1_base64="OIA0cLGJ+macBLsgKA5DuirRg6Q=">AAAFEnicjVNLb9NAEHZKgBJeLRx7WfUhcQjRbtKk7a30LdFKofQlxaFar8fJquu1tbtuGyxf+A38CK5w5Ia48ge48FvYPFolLgfWWnk8830zs7OfvVhwbTD+XZi6V7z/4OH0o9LjJ0+fPZ+ZfXGio0QxOGaRiNSZRzUILuHYcCPgLFZAQ0/AqXex2Y+fXoLSPJJHphdDO6QdyQPOqLGu89nCnOtBh8uUGwj5R8hKaAm5/Y+Wa+DaDCqkGyKBLB04vEQIMFkbvU9YFwWJZP1EGjEqkQeIxrGKrnlIDfjI6yGKJCSKCvsyV5G6KPXzI3TFTRctvl0cRPt0aixUWZb1fkhfu4GiLCVZWs2yxYol/V9PhzaBRkGkEBNUa3tKcdvi0GXDHnTppe1Uj5fSWerbUiUXpH87i/OZBVzBg4XuGmRkLDij1Tyfnfrj+hFLQpBmUK5FcGzaKVWGM2GH6yYaYsouaAda1pQ0BN1OBwfK0JL1+IPug0gaNPCOM9LrIXDCR0Ote6Fn2XbmXZ2P9Z3/irUSE6y2Uy7jxIBkw+JBIpCJUF8nyOcKmBE9a1CmuO0fsS61ozJWTSVXgYQrFoUhtfNyAxpy0fMhoIkw9lJ0cGOXSq41rTiHl3Z8ekB9riN5CH6W7h0d7Gfp5jImuJFNArebO/tjmO1VsoFxPts4oF7bruEMWXXNN6k0kQREVtbmJwm7CkDeUDB+s9VYm6TUlnE9xxnqbEipkhXi1XOtNhMVi1tIo17daWxOZq1X8Xyu9dOuFVmWHu5u2Kz1enm0c6m3qLqwPfdGQEJWy4SslUm1lgMegM+TcAxaxbg82jnoPu90zThy2aKGO8uf3GplhMJl+2Ql+0eQvP7vGifVCmlUyLvqwvr66N+YduaceeeVQ5wVZ93Zc5rOscMKnwpfCl8L34qfi9+LP4o/h9Cpwojz0plYxV9/AfGBrDs=</latexit>

• Rates for classical function classes behave as K� s
d

<latexit sha1_base64="JRcGQJ+AxMWHD5VAvDeKqkJChIg=">AAAEE3icbZNLbtswEIaZuI/UfSXtsiggOAjQhRGQsmUnuzTvRQK4QRwHiIyApkYxYYoSSCqNIWjVM/QQ3bbL7opue4BuepYytlLYSikM8GP4/cPRSBwkgmuD8e+FxcqDh48eLz2pPn32/MXL5ZVXZzpOFYMui0WszgdUg+ASuoYbAeeJAhoNBPQGo53b/d41KM1jeWrGCfQjeiV5yBk1NnW5/NY3cGMmdbJrHgsweWaG4LBUacgvl1fxOp4s574ghVhFxepcriz+8YOYpRFIwwTV+oLgxPQzqgxnAvKqn2pIKBvRK7iwUtIIdD+bnJ87azYTOGGsbEjjTLKzjuxmCs7laKT1OBpYd0TNUJf3bpP/27tITbjRz7hMUgOSTQ8PU+GY2LkdlBNwBcyIsRWUKW77d9iQKsqMHWfVVyDhI4ujiMog80MacTEOIKSpsBP0dXinq1XfSvt1pjPu9o5pwHUsTyDIs8PT46M822liglv5PLjX2T+aYfY2yDbG5WqzgNfYa+DccdacWodKE0twSHuzNm84UADyzoLx+93W5ryl0cReybMtUrizuKRNBl6p1U6qEvEPaXnufmtnvqrn4lqp9d6QG+s5Odi2VT2vXkSp9C5VI9vzuAAJ2agTslknbqMEHkPA02gGdTGuF1FCj/jV0MySTUtNIy+/uf1XCgrX7ZNX7Y0g5f//vjhz10lrnXxwV7eaxd1YQm9QDb1DBLXRFjpEHdRFDH1CX9BX9K3yufK98qPyc4ouLhSe12huVX79BV+6UI4=</latexit>

the curse
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Spectral Barron Spaces

Let Bs ⊂ L1(Rd) be the space of functions for which

∥f∥Bs :=

∫

Rd

|f̂(ω)|(1 + ∥ω∥)s dω < +∞

Then Bs is a Banach space and is now referred to the sth order spectral
Barron space.

• Barron 1993 proved that functions in B1 can be approximated by
shallow sigmoid neural networks at a rate that does not grow with
input dimension!

=⇒ Klusowski and Barron 2018 extended this result and proved that
functions in B2 can be approximated by shallow ReLU neural
networks at a rate that does not grow with input dimension.

• Spectral Barron spaces are variation spaces for the dictionary

{(1 + ∥ω∥)−seiω
Tx}ω∈Rd

64 / 114Barron 1993; Klusowski and Barron 2018; Siegel and Xu 2020



Maurey–Barron–Jones Lemma

Theorem

Fix a dictionary D = {φξ}ξ∈Ξ of bounded functions and let V = V(D) be
the associated variation space. Given f ∈ V, there exists

fK =

K∑

k=1

vkφξk

such that
∥f − fK∥L2(Ω) ≲Ω ∥f∥VK−1/2.

Variation spaces admit dimension-free approximation rates.
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Limitations to Spectral Barron Spaces

• Spectral Barron spaces offer an incomplete description.

=⇒ B2 provides a sufficient condition for approximation by shallow ReLU
networks with dimension-free rates.

=⇒ This kind of regularity is not necessary.

Example: A single ReLU neuron does not lie in B2.

Question: What is the largest space of functions approximable
by a shallow network (with a given activation function) at a

particular error rate?

This is a fundamental problem in approximation theory.

• Currently, there is not a complete characterization of the
approximation spaces of shallow neural networks, but sufficient
conditions are known. (DeVore et al. 2025)

=⇒ In 1D, these spaces are known and coincide with Besov spaces.
(Petrushev 1988)
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Neural Balance and Weight Decay

<latexit sha1_base64="QOHLkB+QgOzWfAF2887nyBfRQxE=">AAAEIHicbZPdbtMwFMe9lY9Rvja4QtxY3SZxUU12unTb3dj3xSaVaV0nLaVyHGe1ZjtR7AAlingXJG7hNbhDXMJL8Aq4bYaajBMd6eic3//kHFv2Y8G1QejX3Hztzt179xce1B8+evzk6eLSs3MdpQllXRqJKLnwiWaCK9Y13Ah2ESeMSF+wnn+9O6733rFE80idmVHM+pJcKR5ySoxNDRZfrHiSmKHvZ6f52wB6ikPPl9nHfGWwuIzW0MTg7QAXwTIorDNYmv/jBRFNJVOGCqL1JUax6WckMZwKlte9VLOY0GtyxS5tqIhkup9Ndsjhqs0EMIwS68rASXZWkX2YgqUckVqPpG/V4yV0tTZO/q92mZpws59xFaeGKTr9eZgKaCI4PiQY8IRRI0Y2IDThdn5IhyQh1NijrHsJU+w9jaQkKsi8kEguRgELSSpMnnk6vInrpYF8OU7Ymr2qyS5Zt3dCAq4jdcqCPDs6OznOs911hFE7L4P7nYPjGWZ/E+8gVO02C7it/RbKIVyFjQ5RJlIM4o2tRllwmDCmbiQIvd5rb5UlrXXkVjQ7ImU3EgdvYN+tjNpJk1j8Q9quc9DeLXd1HdSojN4bcmM1p4c7tqvrNguvtN4jybWdeVSAGG82Md5qYqdVAU9YwFM5gzoINQuvoMf8amhmyXVLTT2vbm7vsaBQ03553T4RXH0Qt4NzZw231/AbZ3l7u3gsC+AlaIBXAIMNsA2OQAd0AQWfwBfwFXyrfa59r/2o/Zyi83OF5jkoWe33X/2LVBA=</latexit>

Rd 3 z
<latexit sha1_base64="3s22nU/3kod/84piwQnPWrSAV4Y=">AAAEO3icbVNLT9tAEF5IHzR9AO2xl1UAiaoR2nXiADfK+wBSighBwiFar9dkhb221mtoau0f6X+p1Gv7D3rurarUU+/dJKaKTcca7eib7xvP7GrcOOCJQuj7zGzlwcNHj+eeVJ8+e/5ifmHx5VkSpZKyDo2CSJ67JGEBF6yjuArYeSwZCd2Add3rnVG+e8NkwiNxqoYx64XkSnCfU6IM1F9oLjtumN3o1dFxqy+dkKhB4menegR81G/6b6HDBRzjrpud6Mvd5f7CElpDY4P3A5wHSyC3dn9x9rfjRTQNmVA0IElygVGsehmRitOA6aqTJiwm9JpcsQsTChKypJeNx9NwxSAe9CNpXCg4RqcV2YcJsYCRMEmGoWvU44nKuRH4v9xFqvyNXsZFnCom6OTnfhpAFcHR/UGPS0ZVMDQBoZKb/iEdEEmoMrdcdSQT7JZGYUiElzk+CXkw9JhP0kDpzEn8u7haaMgNR4DJmVccz5J1usfE40kkTpins8PT4yOd7TQRRi1dJO6194+mOHsbeBuhcrVpgt3YayAN4QqstYlQkWAQr2/WioIDyZi4kyD0bre1WZQ0msguabaDlN1JLLyOXbvUajuVcfCP0rKt/dZOsaptoVqp9e6AK6M5Odg2VW27nnup9C6R16bnYU7EeKOO8WYdW40S8Zh5PA2nqBZC9dxL1CN+NVDTzKZhTVyXJzfvmLNQ3Xy6alYElxfifnBmreHWGn5vLW1t5csyB16DGlgFGKyDLXAI2qADKPgEvoCv4Fvlc+VH5Wfl14Q6O5NrXoGCVf78BcCKX5U=</latexit>

v(wTz)+ 2 RD<latexit sha1_base64="+I27T0SWVYiEEboNInecpA5MBHA=">AAAEDXicbZPNThsxEMcN6QdNP4D22MsqgNRDhOwNG+BGE74OIKWIkEhJhLxeL7GwvSvbWxqt9hkq9dq+Rm9Vr32GPkVfoU6yVNmlsxppNPP7z45tjR9zpg2Ev5eWK48eP3m68qz6/MXLV6tr66+vdJQoQrsk4pHq+1hTziTtGmY47ceKYuFz2vNv29N67yNVmkXy0kxiOhL4RrKQEWxsqr859EV6l21er23AbTgz52GA8mAD5Na5Xl/+MwwikggqDeFY6wGCsRmlWBlGOM2qw0TTGJNbfEMHNpRYUD1KZwNnzpbNBE4YKevSOLPsoiL9NAcLOSy0ngjfqgU2Y12uTZP/qw0SE+6NUibjxFBJ5j8PE+6YyJneiBMwRYnhExtgopid3yFjrDAx9t6qQ0UlvSOREFgG6TDEgvFJQEOccJOlQx3ex9XCQL6YJmzNvsvsLGm3d44DpiN5QYMsPb08P8vS9g5EsJkVwaPO8dkCc7SHWhCWuy0CXuOoATPH2XJqHSxNJKmDdvdrRcGJolTeSyB8f9jcL0oaO9AraVo8ofcSF+0i3yuN2klUzP8hTc89braLXT0X1kqj98bMWM3FSct29bx67qXWh1jd2pknOYjQXh2h/TpyGyXwnAYsEQuoC2E99xJ6xm7GZpHcsdTcs/LJ7TvmFKzbL6vaFUHlhXgYXLnbqLmNPrgbBwf5sqyAt6AG3gEEdsEBOAUd0AUEcPAFfAXfKp8r3ys/Kj/n6PJSrnkDClb59RdkSUzp</latexit>w <latexit sha1_base64="kYEE+sEIPNiclfKYQKczTMcTGrU=">AAAEDXicbZPNThsxEMcN6QdNP4D22MsqgNRDhOwNG+BGCQEOIKWIkEhJhLxeL7GwvSvbSxut9hkq9dq+Rm9Vr32GPkVfoU6yVNmlsxppNPP7z45tjR9zpg2Ev5eWK48eP3m68qz6/MXLV6tr66+vdJQoQrsk4pHq+1hTziTtGmY47ceKYuFz2vNvW9N6744qzSJ5aSYxHQl8I1nICDY21d8c+iK9yzav1zbgNpyZ8zBAebABcutcry//GQYRSQSVhnCs9QDB2IxSrAwjnGbVYaJpjMktvqEDG0osqB6ls4EzZ8tmAieMlHVpnFl2UZF+moOFHBZaT4Rv1QKbsS7Xpsn/1QaJCfdGKZNxYqgk85+HCXdM5ExvxAmYosTwiQ0wUczO75AxVpgYe2/VoaKSfiSREFgG6TDEgvFJQEOccJOlQx3ex9XCQL6YJmzNvsvsLGm3d44DpiN5QYMsPb08P8vS1g5EsJkVwXbn+GyBae+hQwjL3RYBr9FuwMxxtpxaB0sTSeqg3f1aUXCiKJX3EgjfHzX3i5LGDvRKmkOe0HuJi3aR75VG7SQq5v+QpuceN1vFrp4La6XRe2NmrObi5NB29bx67qXWR1jd2pknOYjQXh2h/TpyGyXwnAYsEQuoC2E99xJ6xm7GZpHcsdTcs/LJ7TvmFKzbL6vaFUHlhXgYXLnbqLmNPrgbBwf5sqyAt6AG3gEEdsEBOAUd0AUEcPAFfAXfKp8r3ys/Kj/n6PJSrnkDClb59RdgpUzo</latexit>v

<latexit sha1_base64="EYTttEXIo21GnY0nkhhaOu52qmY=">AAAEf3icbZPfbtMwFMbTEWAEBhtccmN1m0Ciqux06da7sf8Xm1SmdZ20lMpxTlqzxAmJ063K8qDc8Aq8Am6bojbDlaWj7/y+k2O7x4l8nkiMf1VWnunPX7xcfWW8frP29t36xvvrJExjBh0W+mF849AEfC6gI7n04SaKgQaOD13n7nCS744gTngoruQ4gl5AB4J7nFGppP76gy3hQTpedg98MJTIBUbHOeICyZhywcXAMHiC4GfKR9QHIZEMEXXdaWLLfrSdILvP7ce++d1EX9BMGBXC1gSWQzCMeTEUOj+AST6C/vomruPpQk8DUgSbWrHa/Y2VP7YbsjRQTTCfJsktwZHsZTSWnPmQG3aaQETZHR3ArQoFDSDpZdMrytG2UlzkhbHa6hBTddGRPczAJY0GSTIOHOUOqBwm5dxE/F/uNpXeXi/jIkolCDb7uJf609tQb4BcHqtL8McqoCzmqn/EhjSmTKqXMuwYBNyzMAiocDPbowH3xy54NPVlntmJN4+NpYacYCKonPonTM+SdboX1OVJKC7BzbOzq4vzPDvcwQQ382XwuH1yvsAc75EDjMvVFgGrcdzAOULbqNqmQoYCENltVZcNpzGAmFsw/nrUbC1bGjvYKnkO/BTmFpPsEscqtdpO48j/hzQt86R5uFzVMnG11Hp3yKXyXJ4eqKqWVSt2qfQRje9Uz+MCJGSvRkirRsxGCbwAl6fBAmpiXCt2CT2fDNUiuaOo2c7LJ1fvWFC4pn65oUaElAfiaXBt1kmzTr6Zm/v7xbCsah+1qvZZI9qutq+daW2tozHtd0WvrFXe6hX9k17X8QxdqRSeD9rS0lt/Adm6ccU=</latexit>

weight decay in training
is equivalent to adding
kwk2

2 + kvk2
2 to the

training objective

<latexit sha1_base64="/U9G4jEN29FGyZvi/HgS4QlItGA=">AAAEkHicdVPbbtNAEHVKgGJubZF44YFV2ko8hGjt1Lk80XsLSqtQNU2lJKrW63Gzqr2Odte0keUf4A/5CcQnsM4FJQbWmtXRzDnj2RmNOwqYVBj/KKw8Kj5+8nT1mfn8xctXr9fWN65kFAsKHRoFkbh2iYSAcegopgK4HgkgoRtA1707yOLdbyAki/ilGo9gEJJbznxGidKum7Xvn31E0OH5OWISKUF0Gg/dMzVE98Buhwp5QMm4jNQQeHaZ5pa99ZFHIpQo8jMPYnwUK0S4h6JYZXCq1OkiBIQOTfMCWh3EIRYRR2EsFXIB9RU8KNdPXBIQTsFLKzdrm7jSrDt2s4b+BlYFT86mMTvtm/WVn30vonEIXNGASNmz8EgNEiIUowGkZj+WMCL0jtxCT0NOQpCDZNK0FG1rj4f8SGjjCk28i4rkYUpc8pFQynHoanVI1FDmY5nzX7FerPzGIJl0Cjid/tyPg6xF2VSQxwRQFYw1IFQwXT+iQyIIVXp2Zl8Ah3sahaHuctL3SciCsQc+iQOVJn3pz/FSPW6YmmZfh/RMJ09JOt0z4jEZ8Qvd7+T08qyVJgc72MK1dJl41D5uLXCOGtY+xvlsiwSnelTFKULbqNQmXEUckFVvlpYFJwKAzyUY7x3WmsuS6g52cpr9IIa5xLbqluvkSm3HYhT8odQc+7h2sJzVsXEpV3p3yJTWXJzs66yOU55ZLvUhEXe65vGMaFmNsmU1y5ZdzRHPwGNxuEC1MS7PLEdtZauxyNzRrKml+ZfrOc5YuKy/1NQbMl8D9H9wZVesWsX6am/u7s52ZdV4Z5SMD4Zl1I1d49RoGx2DGr8KbwvvC6i4UWwUPxX3ptSVwkzzxlg6xS+/AW1qd74=</latexit>

If a DNN is trained with weight decay, then the
2-norms of the input and output weights to each
ReLU neuron must be balanced.

<latexit sha1_base64="8C/SUVkJi07P66EQgNohfxaOyWo=">AAAEJHicdZNLb9NAEMe3DY9iXi0cuWxTVeIQRWsndupbSZ+HFoWqaSo1UbVZj5tV1+tovQYiy9+Cz8CH4ApHbogDl34WNi+UGNjVSKOZ3392vN7pDwVPNCG/VlZL9+4/eLj2yHr85Omz5+sbLy6SOFUM2iwWsbrs0wQEl9DWXAu4HCqgUV9Ap3+7N8533oNKeCzP9WgIvYjeSB5yRrUJXa9Xu5MaWWfANWz6/mZTUHabW9ZbSBUVuEkFlQzw+QBiBdH1+hap+g3X8T38t2NXyWRtodlqXW+s3nWDmKURSM0ETZIrmwx1L6NKcyYgt7ppAkNzJL2BK+NKGkHSyyZN5XjbRAIcxsqY1HgSXVRkH6fgUoxGSTKK+kYdUT1Iirlx8F+5q1SHO72My2GqQbLp4WEqsI7x+OZwwBUwLUbGoUxx0z9mA6oo0+Z+ra4CCR9YHEVUBlk3pBEXowBCmgqdZ90knPuW1TWu+V3Ti293TmnAk1ieQZBnx+enJ3m2Vyc28fJl8KB1eLLAHOzYTUKK1RYBt3ZQIznG27jcolLHErDd8MvLgiMFIOcSQt7se/6ypFYnbkHTFCnMJY7dsPtuodVWqobiD+K5zqG3t1zVdUi50PrkBebZ2VHTVHXdyswKpfepujU9j2agbe9UbNuv2E6tAJ5CwNNoAXUIqcysgJ7wm4FeJOuGmlpe/PLxcEwpUjE7t8xEzJ89/r9z4VRtr+q9c7Z2d2ezsYZeoTJ6jWzUQLvoGLVQGzH0CX1BX9G30ufS99KP0s8puroy07xES6t09xtrP1Wv</latexit>

Neural Balance Theorem
<latexit sha1_base64="UsjRnErdUki4r19WfKPqhFMlrTo=">AAAEKXicdZPPb9MwFMe9lR8j/NrgyMXqNIlDVdlp064HpLLfh04q07pOaqrJcZzVWuJEjrNRZfkD+Fs4cIU/gxtw5c7fgNemqAng6EnP732+L8+2nhP5PFYIfV9Zrdy7/+Dh2iPj8ZOnz56vb7w4i8NEUjagoR/Kc4fEzOeCDRRXPjuPJCOB47Ohc7V7lx9eMxnzUJyqacTGAbkU3OOUKB26WN+0RwaE9q3tBOlNZt9emPBNvr2ebQ17rClU77Qts9OCfzu4jmZrE+Srf7Gx+st2Q5oETCjqkzgeYRSpcUqk4tRnmWEnMYsIvSKXbKRdQQIWj9PZaTK4pSMu9EKpTSg4iy4r0vdzsBAjQRxPA0erA6ImcTl3F/xXbpQob3ucchEligk6/7mX+FCF8O66oMslo8qfaodQyXX/kE6IJFTpSzVsyQS7oWEQEOGmtkcC7k9d5pHEV1lqx97CL/TjBJlh2Dql32x2lHQwPCYuj0NxwtwsPTo97mXpbhNh1MqK4H7/oLfE7G/jHYTK1ZYBq7HfQBmEW7DaJ0KFgkHc7lSLgkPJmFhIEHq71+oUJY0mskqaHT9hC4mJ29ixSq32Exn5f5CWZR60dotVLRNVS60PJ1xpzcnhjq5qWbXcSqX3iLzSPU9zEOPtGsadGjYbJfCYuTwJllAToVpuJbTHLydqmWxqam5Z+eT6HXMK1fSXGXpCFmMA/++cmXXcquN35ma3m8/KGngFquA1wKANuuAI9MEAUPABfAKfwZfKx8rXyrfKjzm6upJrXoLCqvz8DdRNV54=</latexit>kwk2 = kvk2

<latexit sha1_base64="9fv77ZmxsViIrnW9J90jKYD2lyc=">AAAESHicbZNdT9swFIZNyzaWfcF2uRurCGkXFbLbpsAd33BRpA5RikQr5CYnrYXjRLHDqKL8nv2XSbvdtF+x3U27m9OGqQlz5OjonOc9fm3Lo1BwpQn5sVSpLj95+mzlufXi5avXb1bX3l6qII4c6DmBCKKrEVMguISe5lrAVRgB80cC+qPbg6zev4NI8UBe6GkIQ5+NJfe4w7RJ3azuDWY9kjseCNCpZflMT8D8DCEw3JtmKhNblhdEmGHF5VgAPodOD0uIo6zHOtkks4EfBzQP1lE+ujdrlZ8DN3BiH6R2BFPqmpJQDxMWmUUFpNYgVhAy55aN4dqEkvmghsnMZ4o3TMbFmRkvkBrPsouK5H4OFnLMV2rqj4w6254q17Lk/2rXsfa2hwmXYaxBOvPFvVhgHeDsMLHLI3C0mJqAORE3/rEzYRFztDlyaxCBhE9O4PtMusnAYz4XUxc8FgudJgPlPcRWwdDIzxKmZq50fjm9/hlzuQrkObhpcnpx1kmTgxahpJ0WwaPucWeBOdqm+4SUuy0CdvOoSVKMN3Cty6QOJGC6tVMrCk4iAPkgIWTvsL1TlDRbxC5p9kUMD5IG3aIju2S1G0eh+Ie07cZx+6DY1W6QWsl6f8K10Zyf7Juutl3PZ6n1IYtujedpDlK6Xad0p04bzRJ4Bi6P/QW0QUg9nyW0w8cTvUi2DDWfaXnn5h5zitTNl1rmidDyg3gcXDY2aXuTfmys7+7mj2UFvUc19AFRtIV20Snqoh5y0Gf0FX1D36tfqr+qv6t/5mhlKde8Q4WxXPkLJPdjlA==</latexit>

mathematical expression
for a single ReLU neuron

<latexit sha1_base64="XjFM9jMngw6I9Cb2CdNoAt9/OA4=">AAAEJXicbZPNattAEMc3cT9S9ytpj4UiHAI9mLArR05yS/N9cMANcRyITVmtRvGS1UrsrtIaoVvfpdBr+xq9lUJPfYS+Qte2UiylKwaGmd9/djTL+Ing2mD8a2Gxdu/+g4dLj+qPnzx99nx55cW5jlPFoMdiEasLn2oQXELPcCPgIlFAI19A37/em+T7N6A0j+WZGScwjOiV5CFn1NjQ++XXg2mN7IbHAkxeP4VOz6HM8JsCWMXreHqcuw4pnFVUnO77lcU/gyBmaQTSMEG1viQ4McOMKsOZgLw+SDUklF3TK7i0rqQR6GE2bSJ31mwkcMJYWZPGmUbnFdnHGViK0UjrceRbdUTNSFdzk+D/cpepCbeGGZdJakCy2eVhKhwTO5NJOQFXwIwYW4cyxW3/DhtRZYdj51kfKJDwgcVRRGWQDUIacTEOIKSpMHk20OGtXy815EeTgM3Z95pNvtc/oQHXsTyFIM+Oz046eba3gQlu52XwoHvYmWMOtsguxtVq84DXOmjh3HHWnEaXShNLcMjmdqMsOFIA8laC8dv99nZZ0trAXkWzK1K4lbhkk/hepdVuqhLxD2l77mF7r1zVc3Gj0np/xI3VnB7t2qqe1yysUnqfqmvb87gACdlqErLdJG6rAp5AwNNoDnUxbhZWQTv8amTmyQ1LzSyv/rl9x4LCTfvldbsipLoQd51zd52018k7d3Vnp1iWJfQKNdAbRNAm2kHHqIt6iKFP6Av6ir7VPte+137Ufs7QxYVC8xKVTu33X0GoVs4=</latexit>

ReLU activation
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Neural Balance

<latexit sha1_base64="XZQ+4EcVcZJ/nFFmH2lRhc71jz8=">AAAEMnicbVPNattAEN7E/Undv6Q99rI4BAo1YVeObOeW5v/ggBviOBCbsFqN7CXSSmhXaYzQQ/RdCr22j9HeSq+FvkLXtlIspSMGhm++bzQzyziRL5Qm5PvScuXBw0ePV55Unz57/uLl6tqrcxUmMYceD/0wvnCYAl9I6GmhfbiIYmCB40Pfud6b5vs3ECsRyjM9iWAYsJEUnuBMG+hq9d3ZGPApdHqYcS1uZigWCg803GrHS8dhEI5AQpio7Gp1nWySmeH7Ac2DdZRb92pt+c/ADXkSgNTcZ0pdUhLpYcpiLbgPWXWQKIgYv2YjuDShZAGoYTqbKsMbBnGxF8bGpcYzdFGR3s6JBYwFSk0Cx6gDpseqnJuC/8tdJtprD1Mho0SD5POfe4mPdYina8OuiIFrf2ICxmNh+sd8zGKzNLPc6iA2K/rIwyBg0k0HHguEP3HBY4mvs3SgvLu4WmjICaaAyZnHm82S9vonzBUqlKfgZunx2UknS/e2CCXNrEg86B52FjgHbbpLSLnaIsFuHDRIhvEGrnWZ1KEETFvbtaLgKAaQdxJC3u83t4uSxhaxS5pdP4E7iUVb1LFLrXaTOPL/UZq2ddjcK1a1LVIrtd4fC200p0e7pqpt13Mvld5n8bXpeZITKW3XKd2uU6tRIp6AK5JggWoRUs+9RO2I0VgvMrcMa+5ZeXLzjjmL1M2XVc2J0PJB3A/OrU3a3KQfrPWdnfxYVtAbVENvEUUttIOOURf1EEef0Bf0FX2rfK78qPys/JpTl5dyzWtUsMrvv3PNXCc=</latexit>

The ReLU activation is homogeneous

<latexit sha1_base64="lSLIU1xYcI/j8kQ+KTwOMpSAFcI=">AAAEw3icdVPdTtswGE1Zt7HsB9gud2MVkJjWVXZKClxsYkCBC5AKohSpKZWTOK3VxOkcB+giv9leZE+xV5jTplMThiMrn853zvGJHdtjn0YCwt+lpWfl5y9eLr/SX795+25lde39dRTG3CFtJ/RDfmPjiPiUkbagwic3Y05wYPukY48O037njvCIhuxKTMakF+ABox51sFBQf/WX1dUtO0ju5Fb6upe3VoDFMPKSK5kCP+Wn/mfwFViCPIjpcknIMRsQmVgDHAT4NvmCpJxbPMWST5tXgfUjxu5shcQLOcBsAjaetgLfANyQNd3q9VfXYQ1OB3hcoKxY17LR6q8t/bHc0IkDwoTj4yjqIjgWvQRzQR2fSN2KIzLGzggPSFeVDAck6iXTGBJsKsQFaUIvZAJM0UVF8jAj5jAcRNEksJV6+unFXgr+r9eNhbfbSygbx4IwZ7a4F/tAhCA9R+BSThzhT1SBHU5VfuAMMceOUKetW5wwcu+Ear+Ym1geDqg/cYmHY1+ojYy8ea3nAtlBCqie+ptme9/unGOXRiG7JK5MTq/Oz2RyuA0RbMg8sdk6PlvgNHfRAYRFt0WCWW/WoQRgE1RamImQEYB29ip5wQknhM0lEH4/auzlJfVtaBY0B35M5hID7SDbLERtxXzs/6M0TOO4cZh3NQ1YKUTvDKlQmsuTA+VqmtVsFqyPMB+pzJOMiNBuFaG9KjLqBeI5cWkcLFANCKvZLFDP6GAoFpnbijWbsvjl6hwzFqyqR+rqiqDihXhcXBs11KihC2N9fz+7LMvaR62ibWlI29H2tVOtpbU1p1QpnZYuSpflZnlU5mUxoy6VMs0HLTfK8i+3DZEG</latexit>

v(wTz)+ = ��1v(�wTz)+, for any � > 0.

<latexit sha1_base64="KTXpovT/Bgc3RRpL7cD8OkNJUMo=">AAAEZnicbZPfbtMwFMa9rcAoMDoQ4oIbq9skJKrKTpduu0Da/+1ik8q0rpOWUjmJ01qznShxNkqWx+MheAMkLriBe9w2Q0mGoyMdfef3nRzbsh1wFimEvs/NL1QePX6y+LT67PmLpZe15VcXkR+HDu06PvfDS5tElDNJu4opTi+DkBJhc9qzr/cm9d4NDSPmy3M1DmhfkKFkHnOI0tKgNthRkMAh923CoWCSCfaVhg24arleSJzEurNskdyk1t3A+GzAD3Am3GZCmhgp/AjzVB5YbQ5qK6iJpgs+THCWrIBsdQbL878s13diQaVyOImiK4wC1U9IqJjDaVq14ogGxLkmQ3qlU0kEjfrJ9CRSuKYVF3p+qEMqOFXzjuTLDCxoRETRWNjaLYgaReXaRPxf7SpW3mY/YTKIFZXO7OdezKHy4eSooctC6ig+1glxQqbnh86I6FNV+kKqVkglvXV8IYh0E8sjgvGxSz0Sc5UmVuTd59XCQLaYCLqmL3y6l6TbOyUui3x5Rt00OT4/PUmTvXWEUTstggedw5Mcc7CJdxEqd8sDZuughVII12C9Q6TyJYV4Y6teNByFlMp7C0I7++2toqW1jsySZ5fH9N5i4A1sm6VRO3EY8H9I2zQO23vFrqaB6qXReyOmtOfsaFd3Nc1GFqXW+yS81jOPMxDjzQbGWw1stErgKXVZLHKogVAjixJ6woYjlSfXNTWLtLxzfY8ZhRr6S6v6ieDyg3iYXBhN3G7iT8bK9nb2WBbBO1AH7wEGG2AbHIMO6AIHfAM/wW/wZ+FHZanypvJ2hs7PZZ7XoLAq8C/9JWwP</latexit>

At a global minimizer,
kvk2

2 + kwk2
2

2
= kvk2kwk2.

<latexit sha1_base64="MnMyFTV6ZTIowK0CFDjmcxKYWZc=">AAAEWnicbZPdTtswFMdN6TYo+4Btd7uxCki7qCo7JQUuJvENFyB1jFIkUlWO47QethMlDqwLebA9yqRJu92u9gpz2zC1YY6OdHzO739ybOu4oeCxRuj7XGm+/OTps4XFytLzFy9fLa+8voyDJKKsTQMRRFcuiZngirU114JdhREj0hWs497sj/KdWxbFPFAXehiyriR9xX1OiTah3vKnXQ0J7IvAJQJKrrjkX1kEAx/qAYN3jPcHGnqMkiEM3M+Man7LanDNuXdcmd5mzn3Pgh/gZHs33q7Ve8urqI7GCz52cO6sgny1eiulP44X0EQypakgcXyNUai7KYk0p4JlFSeJWUjoDemza+MqIlncTcenz+C6iXjQDyJjSsNxdFqRfpmAMzEi43goXaOWRA/iYm4U/F/uOtH+VjflKkw0U3Tycz8RUAdwdL3Q45G5JDE0DqERN/1DOiARodo8QsWJmGJ3NJCSKC91fCK5GHrMJ4nQWerE/oNfmWnIlaOAyZlHHp8lbXfOiMfjQJ0zL0tPLs5Os3R/A2HUzGbBw9bR6RRzuIX3ECpWmwbsxmEDZRCuw2qLKB0oBvHmdnVWcBwxph4kCO0eNLdnJY0NZBc0eyJhDxILb2LXLrTaSqJQ/EOatnXU3J+taluoWmi9M+DaaM6P90xV267lVih9QKIb0/MwBzHeqmG8XcNWowCeMY8ncgq1EKrlVkBPR6MxTW4YamJZ8eTmHXMK1cyXVcyI4OJAPHYurTpu1vFHa3VnJx+WBfAOVMF7gMEm2AEnoAXagIJv4Cf4BX7P/yiXyovlpQlamss1b8DMKr/9C1/EZtg=</latexit>

At a global minimizer of the weight decay objective, kvk2 = kwk2.

<latexit sha1_base64="6CHLuqaiI9kuBy879MGI7o1/kgk=">AAAEDnicbZPNThsxEMcN6QdNv6A99rIKIPUQIXvDBrhRQoBDkFJECBWJkNfrJRa2d2t720arfYdKvbav0VvVa1+hT9FXqJNsquzSWY00mvn9Z8e2xo850wbC30vLlXv3HzxceVR9/OTps+eray8udJQoQnsk4pG69LGmnEnaM8xwehkrioXPad+/bU3q/Q9UaRbJczOO6VDgG8lCRrCxqXcbA/0+wYpuXK+uwy04NedugPJgHeTWvV5b/jMIIpIIKg3hWOsrBGMzTLEyjHCaVQeJpjEmt/iGXtlQYkH1MJ1OnDmbNhM4YaSsS+NMs4uK9NMMLOSw0HosfKsW2Ix0uTZJ/q92lZhwd5gyGSeGSjL7eZhwx0TO5EqcgClKDB/bABPF7PwOGWGFibEXVx0oKulHEgmBZZAOQiwYHwc0xAk3WTrQ4TyuFgbyxSRha/ZhpmdJe/1THDAdyTMaZOnJ+WknS1vbEMFmVgTb3aPOAtPeRQcQlrstAl6j3YCZ42w6tS6WJpLUQTt7taLgWFEq5xII3xw294qSxjb0SpoDntC5xEU7yPdKo3YTFfN/SNNzj5qtYlfPhbXS6P0RM1Zzdnxgu3pePfdS60Osbu3M4xxEaLeO0F4duY0SeEoDlogF1IWwnnsJ7bCbkVkkty0186x8cvuOOQXr9suqdkVQeSHuBhfuFmpuobfu+v5+viwr4BWogdcAgR2wD05AF/QAAQJ8AV/Bt8rnyvfKj8rPGbq8lGtegoJVfv0FvBtNRg==</latexit>⇤

<latexit sha1_base64="DiZP+Qh3eNvaUoe9FA7tSkmoLgE=">AAAEMHicbZPdatswFMfVZh9d9tF2u9yNSClsEILk1Gl71/X7ooWsNE2hDkWW5UTUko0kbw3Gz7B3Gex2e43taux2N3uFKYk7YncyBw7n/P7H5xwhP4m4Ngj9WFisPXj46PHSk/rTZ89fLK+svrzQcaoo69E4itWlTzSLuGQ9w03ELhPFiPAj1vdv9ib5/gemNI/luRknbCDIUPKQU2Js6HrlrWfYrdVlnhIhETwaw66K47CVw/MRgzqO0gkITXy9soZaaHrgfQcXzhooTvd6dfGPF8Q0FUwaGhGtrzBKzCAjynAasbzupZolhN6QIbuyriSC6UE2nSmH6zYSwDBW1qSB0+i8IrudgaUYEVqPhW/VgpiRruYmwf/lrlITbg0yLpPUMElnPw/TyE4NJ0uDAVeMGrubgBOquO0f0hFRhBq72rqnmGQfaSwEkUHmzdYYsJCkkckzT4d3fr3UkC8mAZuzVzedJev1T0nAdSzPWJBnx+enJ3m2t4Ew6uRl8KB7eDLHHGzhXYSq1eYBt33QRjmE67DRJdLEkkG8ud0oC44UY/JOgtC7/c52WdLeQG5Fsxul7E7i4E3su5VWu6lKon9Ix3UOO3vlqq6DGpXW+yNurObsaNdWdd1mYZXS+0Td2J7HBYjxVhPj7SZ22hXwlAU8FXOog1CzsAp6wocjM09uWGpmeXVye48FhZr2y+v2ieDqg7jvXDgt3Gnh987azk7xWJbAa9AAbwAGm2AHHIMu6AEKPoEv4Cv4Vvtc+177Wfs1QxcXCs0rUDq1338BvUlbag==</latexit>

Proof. The solution to

<latexit sha1_base64="gj1plmbSRzbg/1tDgrggnTc5oFM=">AAAETHicbZPPT9swFMcNZYx1v2A77mIVkHaoOjulBQ6TGFDgAFKHKEUiVeU4TmuROJntAFXIX7T/ZdKO2/6IXXabJs1tw9SEOXrS83uf7/PLs+xEPlcaoW9z86WFR4uPl56Unz57/uLl8sqrcxXGkrIODf1QXjhEMZ8L1tFc++wikowEjs+6ztXeON+9ZlLxUJzpUcR6ARkI7nFKtAn1l1tcwTVbs1s9qZWEkogBSxN7QIKApPA9tNUnqRP7znaC5Dq17/oWfAen25vJNl2r9ZdXUQ1NFnzo4MxZBdlq91fmf9puSOOACU19otQlRpHuJURqTn2Wlu1YsYjQKzJgl8YVJGCql0x6TOG6ibjQC6UxoeEkOqtIbqdgLkYCpUaBY9QB0UNVzI2D/8tdxtrb6iVcRLFmgk4P92If6hCOBwpdLhnV/sg4hEpu+od0SCSh2oy9bEsm2A0NzTCFm9geCbg/cplHYl+bKSvv3i/nGnKCccDkzLVOL6bTPSEuV6E4ZW6aHJ2dHKfJ3gbCqJnmwVb74HiGaW3hXYSK1WaBRr1VRymE67DSJkKHgkG8uV3JCw4lY+JegtCH/eZ2XlLfQI2CZteP2b3EwpvYaRRabccy8v8hzYZ10NzLV21YqFJovTvk2mhOD3dN1Uajmlmh9D6RV6bnUQZivFXFeLuKrXoBPGEuj4MZ1EKomlkBPeaDoZ4lNww1tbT45+YeMwpVzZeWzRPBxQfx0Dm3arhZwx+t1Z2d7LEsgTegAt4CDDbBDjgCbdABFHwGX8F38KP0pfSr9Lv0Z4rOz2Wa1yC3Fhb/AuILZdc=</latexit>

is � =
p

kvk2/kwk2.

<latexit sha1_base64="FVaM4V6z5dOLQx+lglpG7QNThTw=">AAAEi3icfZNRb9MwEMfTUWAEBh08AS9Wp0lIlMpOl25DCI1t3fawSWVa10lNqRzHaa3FTuQ426osb3xJvgIvfAXcNkNtBjg66XT3+58vts+NAhYrCH+Ulh6UHz56vPzEfPps5fmLyurL8zhMJKEdEgahvHBxTAMmaEcxFdCLSFLM3YB23cu9Sb57RWXMQnGmxhHtczwUzGcEKx0aVL47PRMAhzMxSB1Fb9S0ZBpKLIY0S50h5hxn4DOAGXBu/0l8Sz+gTBMuT68y53Zggff/w2fk9ZQ0nf6gsgbrcLrAfQflzpqRr/ZgdemX44Uk4VQoEuA47iEYqX6KpWIkoJnpJDGNMLnEQ9rTrsCcxv102koG1nXEA34otQkFptF5RXozAxdimMfxmLtazbEaxcXcJPi3XC9R/lY/ZSJKFBVktrmfBECFYHIfwGOSEhWMtYOJZLp/QEZYYqL0rZmOpIJek1CfmfBSx8ecBWOP+jgJlD7M2L/zzYWGXD4J6Jx+FbPz73RPsMfiUJxSL0uPzk6Os3RvAyLYzBbBVvvgeI5pbaFdCIvV5gG70WroxwHWQbWNhQoFBWhzu7ooOJSUijsJhF/2m9uLksYGtAua3SChdxILbSLXLrTaTmQU/EGatnXQ3FusaluwWmi9O2JKa04Pd3VV267lVii9j+Wl7nmcgwht1RDariGrUQBPqMcSPodaENZyK6DHbDhS8+SGpmaWFf9c32NOwZr+MlOPCCoOxH3n3KqjZh19tdZ2dvJhWTbeGlXjnYGMTWPHODLaRscgxs9SpfS69Ka8Um6UP5Y/zdClUq55ZSyscus3Dnx51g==</latexit>

min
�>0

k��1vk2 + k�wk2
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<latexit sha1_base64="ObJSHte5YW5v/jS3loS4TEUcl+c=">AAAEGXicbZO7btswFIaZuJfUvSRpxy6EgwAdjICUI8fZ0tyHBHCDOA4QGQFNHcWEKUoQqTSGoAfoM/QhurZjt6Jrpy59ltK2UthKKRzgx+H3Hx0dkf1YCm0I+b2wWHn0+MnTpWfV5y9evlpeWX19oaM04dDhkYySyz7TIIWCjhFGwmWcAAv7Err94d54v3sLiRaROjejGHohu1EiEJwZm7peWfMM3JlJnexWRBJMnoWptJWYHmLJtI5yS5ENMln4oaCFWEPFal+vLv7x/IinISjDxzWuKIlNL2OJEVxCXvVSDTHjQ3YDV1YqFoLuZZMucrxuMz4OosSGMniSnXVkd1NwLsdCrUdh37pDZga6vDdO/m/vKjVBq5cJFacGFJ++PEglNhEejwv7IgFu5MgKxhNh+8d8wBLGjR1q1UtAwUcehSFTfuYFLBRy5EPA7ATzzNPBva5WPSvtP5pOutM9Zb7QkToDP8+Oz09P8mxvk1DSzOfBg/bhyQxz0KK7hJSrzQJu46BBcozXca3NlIkUYLq1XZs3HCUA6t5CyPv95va8pbFJ3JJnV6Zwb3HoFu27pVbbaRLLf0jTdQ6be/NVXYfUSq13B8JYz9nRrq3quvUiSqX3WTK0PY8KkNJWndLtOnUaJfAUfJGGM6hDSL2IEnoibgZmlty01DTy8pfbs1JQpG6fvGpvBC2f/4fiwtmgzY3mB2dtp1XcjSX0FtXQO0TRFtpBx6iNOoijT+gL+oq+VT5Xvld+VH5O0cWFwvMGza3Kr7/y/lNw</latexit>

multitask lasso

<latexit sha1_base64="ebOykO7wP0GkFed4dNBzep6Jh0k=">AAAEE3icbZPLTttAFIYH0gtNL0C7rCpZQUhdpGjGwSHsKPcFSCkiBAlHaDI+TkaMx9bMmBJZXvUZ+hDdtsvuqm77AN30WTokpkpMxzrSrzPff+b42NNPBNcG499z85UHDx89XnhSffrs+YvFpeWXZzpOFYMOi0WszvtUg+ASOoYbAeeJAhr1BXT7Vzu3+91rUJrH8tSMEuhFdCB5yBk1NnW59MY3cGPGdbJrHgsweZZQM3wnYxXll0sreA2Pl3NfkEKsoGK1L5fn//hBzNIIpGGCan1BcGJ6GVWGMwF51U81JJRd0QFcWClpBLqXjc/PnVWbCZwwVjakccbZaUd2MwFncjTSehT1rTuyfevy3m3yf3sXqQlbvYzLJDUg2eTwMBWOiZ3bQTkBV8CMGFlBmeK2f4cNqaLM2HFWfQUSPrI4iqgMMj+kERejAEKaCjtBX4d3ulr1rbRfZzLjTveYBlzH8gSCPDs8PT7Ks511THAznwX32vtHU8xei2xjXK42DXiNvQbOHWfVqbWpNLEEh2xs1mYNBwpA3lkwfr/b3Jy1NNaxV/JsixTuLC7ZIH2v1Go7VYn4hzQ9d7+5M1vVc3Gt1Hp3yI31nBxs26qeVy+iVHqXqivb86gACWnVCdmsE7dRAo8h4Gk0hboY14sooUd8MDTT5LqlJpGX39z+KwWF6/bJq/ZGkPL/f1+cuWukuUY+uCtbreJuLKDXqIbeIoI20BY6RG3UQQx9Ql/QV/St8rnyvfKj8nOCzs8VnldoZlV+/QWlQVCl</latexit>

path-norm

<latexit sha1_base64="nhOOe28uxulTwMFfT4rP4lHfav0=">AAAEFnicbZO7btswFIaZuJfUvSXt2IVwEKCDEZCy5ThbmvuQAG4QxwEiI6Cpo5gIRQkUlcQQtPYZ+hBd27Fb0bVrlz5LaVspbKUUDvDj8PuPjo7IQSxFYgj5vbBYefT4ydOlZ9XnL16+er288uYsiVLNocsjGenzAUtACgVdI4yE81gDCwcSeoPrnfF+7wZ0IiJ1akYx9EN2pUQgODM2dbmMPQN3ZlInuxGRBJNntyCuhgb7wNkov1xeJetksvBDQQuxiorVuVxZ/OP5EU9DUIZLliQXlMSmnzFtBJeQV700gZjxa3YFF1YqFkLSzyYt5HjNZnwcRNqGMniSnXVkd1NwLsfCJBmFA+sOmRkm5b1x8n97F6kJ2v1MqDg1oPj05UEqsYnweFbYFxq4kSMrGNfC9o/5kGnGjZ1o1dOg4JZHYciUn3kBC4Uc+RCwVNoheklwr6tVz0r7g6Zj7vaOmS+SSJ2An2eHp8dHebbTJJS08nlwr7N/NMPstek2IeVqs4Db2GuQHOM1XOswZSIFmG5s1uYNBxpA3VsI+bDb2py3NJrELXm2ZQr3Fodu0IFbarWT6lj+Q1qus9/ama/qOqRWar03FMZ6Tg62bVXXrRdRKr3L9LXteVSAlLbrlG7WqdMogcfgizScQR1C6kWU0KPxAZ8lm5aaRl7+cntWCorU7ZNX7Y2g5fP/UJw567S1Tj86q1vt4m4soXeoht4jijbQFjpEHdRFHH1CX9BX9K3yufK98qPyc4ouLhSet2huVX79BSfFUds=</latexit>

weight decay

<latexit sha1_base64="9ACEmQpE6TZ9BlAlZaKKTvZQGdk=">AAAEVnicbZNda9swFIbVJl077yvdLncjUgodhCI5ddrCCl2/YS1kpWkKcRpkWW5E5A9kuV0w/jP7NbvdrrY/M6Yk7ojdHXPg5eh5j48k5ESCxwqh3wuLlerSs+WV58aLl69ev6mtvr2Ow0RS1qGhCOWNQ2ImeMA6iivBbiLJiO8I1nVGh5P17j2TMQ+DKzWOWN8ndwH3OCVKlwa1j3bPgPY9o6mthkyRDO5BmyZSjNONafkhG4waM+Jeyw/ZIB3t4ez2s2H3B7U1tImmAZ8KnIs1kEd7sFpZtN2QJj4LFBUkjnsYRaqfEqk4FSwz7CRmEaEjcsd6WgbEZ3E/nW4zg+u64kIvlDoDBafVeUf6dQYWasSP47HvaLdP1DAur02K/1vrJcrb6ac8iBLFAjr7uZcIqEI4OUfocsmoEmMtCJVczw/pkEhClT5tw5YsYA809H0SuKntEZ+Lscs8kgiVpXbsPWqjMJDjF4eXZJiICaNxfcHT7aWd7gVxeRwGl8zN0rOri/MsPdxCGLWyInjcPjmfY4538AFC5W7zgNU8bqIMwnVYb5NAhQGDeHu3XjScSsaCRwtCn45au0VLcwtZJc+BSNijxcTb2LFKo7YTGYl/SMsyT1qHxa6Wieql0btDrrTn8vRAd7WsRp6l1kdEjvTM4xzEeKeB8W4Dm80SeMFcnvhzqIlQI88Ses7vhmqe3NLULLPyzvVV5hRq6C8z9KvB5TfyVFybm7i1ib+Ya/v7+ftZAe9BHWwADLbBPjgDbdABFHwD38EP8LPyq/KnulRdnqGLC7nnHShEtfYXmGdmDA==</latexit>

✓ = {(wk, vk)}K
k=1

<latexit sha1_base64="5OLo7onTez1+8qMvtu847cCOwYU=">AAAEbHicbZNdT9swFIYNdBvrvmDbHZpkFTExrarslBS4QGJ8SwOpQ5QiNSVyHIdazZdiB6gi/6/9ld3sdrvab5jbhqkJc3SkN8fPe3JOLDuxz4VE6Mfc/ELlydNni8+rL16+ev1mafntpYjShLIOjfwouXKIYD4PWUdy6bOrOGEkcHzWdYb74/3uLUsEj8ILOYpZPyA3Ifc4JVKn7KVzq1f17MxygsySAyaJUuvjl3v1Ce5AS6SBnQ13sLr+CsfpW2UP4QS40+raCogcCC+7ULnH/mz17aVV1ECTBR8LnItVkK+2vbwwb7kRTQMWSuoTIXoYxbKfkURy6jNVtVLBYkKH5Ib1tAxJwEQ/mwyv4JrOuNCLEh2hhJPsrCO7n4KFHAmEGAWOdk8mKO+Nk//b66XS2+pnPIxTyUI6/biX+lBGcPx3ocsTRqU/0oLQhOv+IR2QhFCpz6BqJSxkdzQKAhK6meWRgPsjl3kk9aXKLOE96GqhIScoNp+QQeqPGY3rY5+Ml3W6Z8TlIgrPmauyk4uzU5XtbyCMWqoIHraPTmeYwy28h1C52ixgNg+bSEG4BmttEsooZBBvbteKhuOEsfDBgtCXg9Z20dLcQGbJs+en7MFi4E3smKVW22kS+/+QlmkctfaLVU0D1Uqtdwdcas/58Z6uapr1PEqlD0gy1D2PchDjrTrG23VsNEvgGXN5GsygBkL1PEroKb8ZyFlyQ1PTUOXJ9VHmFKrrR1X1rcHlO/JYXBoN3Grgb8bq7m5+fxbBCqiBdYDBJtgFJ6ANOoCC7+An+AV+L/ypvK+sVD5M0fm53PMOFFbl41+VZW7r</latexit>

f✓(x) =
KX

k=1

vk(wT
k x)+

<latexit sha1_base64="iqFcqctwU/Zo0qo8JyIrd1qe+2E=">AAAEzXicbVPdTtswGE1Zt7HuD7bL3VhFSFSrkJ3SApOQGP/SiugQpUxNF7mOQ606TuU4QJV5t3uwPcVeY08wtwmoDXNk6eh85xx/tuP+iLNIQfinsPCk+PTZ88UXpZevXr95u7T87jIKY0lom4Q8lFd9HFHOBG0rpji9GkmKgz6nnf5wf1Lv3FAZsVBcqPGI9gJ8LZjPCFaGcpd+O90SAMAJmHAT54aSxFEDqrAGO8AhseTjZG1K32p3WAVTeGNgRbvJcAfp7180cD4BJ4oDN2ETQpgwrAYE86SpU+9Yu6wKfHc2P63cmUqlAj4Ch5uePZwFpcnAEaEMkoc1tWvPMLcpU3J67tIKXIfTAR4DlIEVKxstd3nhr+OFJA6oUITjKOoiOFK9BEvFCKe65MQRHWEyxNe0a6DAAY16yfS0NVg1jAf8UJopFJiys47kLhXOcTiIonHQN+7J4UT52oT8X60bK3+rlzAxihUVJF3cjzlQIZhcJ/CYpETxsQGYSGb6B2SAJSbKXHrJkVTQWxIGARZe4vg4YHzsUR/HXOnEifx7XJprSOJBzCecKZv/arqdpN05xR6LQnFOPZ2cXJw2dbK/ARFs6HnhYeuoOaM53EJ7EObTZgX12mENagBWQbmFhQoFBWhzuzxvOJaUinsLhJ8PGtvzltoGrOc8ezym9xYbbaJ+PddqK5Yj/iBp1O2jxv58at2G5VzrnQFTxnN+vGdS6/VqNnPRB1gOTc/jTIjQVhWh7SqyaznhKfVYHMxIbQir2cxJm+x6oGaVG0aVTp3fubnKTAWr5tMl80pQ/k08Bpf2OmqsN77aK7u72XtZtD5YZWvNQtamtWudWC2rbZFCpXBWuCp8K54V4+KP4s9UulDIPO+tuVH89Q/qfZI9</latexit>

min
ω={(wk,vk)}K

k=1

n∑

i=1

L(yi, fω(xi)) + ω
K∑

k=1

→vk→2→wk→2

<latexit sha1_base64="ilo/XOEyIvdzXEdE3w9eA6QvDRE=">AAAE4HicbVNda9swFHW6bOuyr3Z73ItIKbQsFMlp0nas0PUblkJWmrYQZUaW5UZEloMtpw1G73sbe90PG+xv7BdMSZwucSdz4XDvOedeWZLbFzxWEP4uLDwqPn7ydPFZ6fmLl69eLy2/uYzDJKKsRUMRRtcuiZngkrUUV4Jd9yNGAlewK7d3MKpfDVgU81BeqGGfdQJyI7nPKVEm5Sz9wu0SAAAHXDopjhM3VoT2UjxgNMWqyxTRYBdgmkRimK6N07fa6VXAGA4MXNdO2ttF+utngDHAMoyC9J6nHdvIkdYAfwDGPnBSPuJK05GoLiUibeiJ7VA7vAJ8Z7b1pHJnKuvr4D3AwmzMI5nRtOm/joNJxxLuOEsrcAOOF3gIUAZWrGw1neWFP9gLaRIwqaggcdxGsK86KYkUp4LpEk5i1je/htywtoGSBCzupOMD0GDVZDzgh5EJqcA4O6tI7ybEuRwJ4ngYuEY9+hVxvjZK/q/WTpS/3Um57CeKSTpp7icCqBCMThh4PGJUiaEBhEbczA9ol0SEKnMPSjhikt3SMAiI9FLsk4CLocd8kgilzQ3wp7g0N1BEuokY5UzZXLXxdtLW1RnxeBzKc+bp9PTirKHTg02IYF3PE4+ax40ZztE22ocw7zZLqFWPqlADsArKTSJVKBlAWzvlecFJxJicSiD8dFjfmZdUN2Etp9kXCZtKbLSF3Fpu1GYS9cU9pV6zj+sH8641G5Zzo191uTKa85N941qrVbLIWR+SqGdmHmZEhLYrCO1UkF3NEc+Yx5NghmpDWMkiR23wm66aZW4a1iR0fufmKDMWrJhPl8wrQfk38RBc2huovlH/Yq/s7WXvZdF6Z5WtNQtZW9aedWo1rZZFCx8LbqFXEEW3+K34vfhjQl0oZJq31twq/vwL0dWZVQ==</latexit>

min
ω={(wk,vk)}K

k=1

→wk→2=1

n∑

i=1

L(yi, fω(xi)) + ω
K∑

k=1

→vk→2

<latexit sha1_base64="EC5vyNa182YDWTI2F1JhN7pBJRg=">AAAEFXicbZO7btswFIaZuJfUvTnt2KGCgwAdjICULcfZ0tyHBHCDOA4QGQFFHdmEKUqgqDSGoLHP0Ifo2o7diq6du/RZythKYSulcIAfh99/dHREerHgicb499Jy5cHDR49XnlSfPnv+4mVt9dV5EqWKQY9FIlIXHk1AcAk9zbWAi1gBDT0BfW+8e7vfvwaV8Eie6UkMg5AOJQ84o9qkrmpvXQ03elonu+aRAJ1np+BRQSXjcphf1dbwBp4u674ghVhDxeperS7/cf2IpSFIzQRNkkuCYz3IqNKcCcirbppATNmYDuHSSElDSAbZtIPcWjcZ3woiZUJqa5qdd2Q3M3AhR8MkmYSecYdUj5Ly3m3yf3uXqQ46g4zLONUg2ezlQSosHVm3o7J8roBpMTGCMsVN/xYbUUWZNgOtugokfGRRGFLpZ25AQy4mPgQ0FWaGbhLc6WrVNdL8n9mUe/0T6vMkkqfg59nR2clxnu22MMHtfBHc7x4czzH7HbKDcbnaPOA095s4t6x1q96lUkcSLLK5VV80HCoAeWfB+P1ee2vR0mxhp+TZESncWWyySTyn1Go3VbH4h7Qd+6C9u1jVsXG91Hp/xLXxnB7umKqO0yiiVHqPqrHpeVKAhHQahGw1iN0sgSfg8zScQ22MG0WU0GM+HOl5smWoWeTlLzdnpaBwwzx51dwIUj7/98W5vUHaG+SDvbbdKe7GCnqD6ugdImgTbaMj1EU9xNAn9AV9Rd8qnyvfKz8qP2fo8lLheY0WVuXXX7jdUXk=</latexit>

Rebalancing

<latexit sha1_base64="izgeVrEbIp4Oio1AAZqK+AOEIVs=">AAAE3nicbVPLThsxFJ3QtKXpC9plN1YQEqgRsickPCQkyltqkFJECFImDM6Mh7jxeCKPB4gsb7uruu2HddPf6BfUSSY0GWrrSkfnnnN9/er0GY0lhL9zc0/yT589n39RePnq9Zu3C4vvLuIoER5peBGLxGUHx4RRThqSSkYu+4LgsMNIs9PbH+abt0TENOLnctAn7RDfcBpQD0tDuQu/nFYBAOCElLvKuSWecmSXSKzBDnC8RLCBWhnRd9rtlcAI3hq4ql3V20H66rMGzjZw4iR0FR0S3BTDsuthpmp67B1ol5ZA4E7XH2fuTWZ1FXwETiCwyTHTuY+1snVacrwGcHgkQvWwunbtK3vo+kffTeiC03YXluAaHA3wGKAULFnpqLuLc38cP/KSkHDpMRzHLQT7sq2wkNRjRBecJCZ97PXwDWkZyHFI4rYaHb8Gy4bxQRAJE1yCETvtUPdj4QyHwzgehB3jHp5WnM0Nyf/lWokMNtuK8n4iCffGiwcJAzICw/sFPhXEk2xgAPYENf0Dr4vN4UrzCgqOIJzceVEYYu4rJ8AhZQOfBDhhUisnDia4MNOQwN2EDTmTNg9ttB3VaJ5in8YRPyO+VifnpzWt9tchglU9KzysH9WmNIebaA/CbLVpQaV8WIYagGVQrGMuI04A2tgqzhqOBSF8YoHw00F1a9ZSXoeVjGePJWRisdEG6lQyrdYT0WcPkmrFPqruz1at2LCYab3ZpdJ4zo73TNVKpZRGpvQBFj3T8yAVIrRZQmirhOxyRnhKfJqEU1IbwlIaGWmN3nTltHLdqMahszs3V5mqYMlMXTC/BGX/xGNwYa+h6lr1i720u5v+l3nrg1W0VixkbVi71olVtxqWl9vOXedo7mv+Ov8t/z3/Yyydy6We99bMyP/8Cyy3mIw=</latexit>

min
ω={(wk,vk)}K

k=1

n∑

i=1

L(yi, fω(xi)) +
ω

2

K∑

k=1

→vk→2
2 + →wk→2

2
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Secret Sparsity of Weight Decay

<latexit sha1_base64="7YrhTh5QtCsPkuMrPeDfDVKBZGI=">AAAEEXicbZPdTtswFMcN3QfrPoDtcjdWEdIuKmSnTYE7xvcFSB2iFIlWyHFOqEXiRLYzVkV5ikm73V5jd9Nu9wR7ir3C3DZMTZijIx2d8/sfH9s5XhIKbQj5vbBYe/T4ydOlZ/XnL16+Wl5ZfX2h41Rx6PE4jNWlxzSEQkLPCBPCZaKARV4Ife92b5LvfwSlRSzPzTiBYcRupAgEZ8aGBncgbkYG+8DZ+HpljWyQ6cIPHVo4a6hY3evVxT8DP+ZpBNLwkGl9RUlihhlTRvAQ8vog1ZAwfstu4Mq6kkWgh9m06Ryv24iPg1hZkwZPo/OK7NMMLMVYpPU48qw6Ymakq7lJ8H+5q9QEW8NMyCQ1IPls8yANsYnx5FawLxRwE46tw7gStn/MR0wxbuzd1QcKJNzxOIqY9LNBwCIRjn0IWBqaPBvo4N6vlxryoknA5uzbTM+S9fqnzBc6lmfg59nx+elJnu21CSWdvAwedA9P5piDLbpLSLXaPOC2Dlokx3gdN7pMmlgCppvbjbLgSAHIewkh7/c722VJq03cimY3TOFe4tBN6rmVVrupSsJ/SMd1Djt75aquQxqV1vsjYazm7GjXVnXdZmGV0vtM3dqexwVI6VaT0u0mdVoV8BR8kUZzqENIs7AKejL54efJtqVmlldPbt+xoEjTfnndjgitDsRD58LZoJ0N+sFZ29kphmUJvUUN9A5RtIl20DHqoh7iKEFf0Ff0rfa59r32o/Zzhi4uFJo3qLRqv/4CmIZO3Q==</latexit>

weight decay
<latexit sha1_base64="ay9RiSt765q0ol+wuhHCmcxNd5o=">AAAEC3icbZNLbtswEIYZu4/UfSRpl90ITgJ0YQSkHPmxS/NexIAbxHaA2AgoiopZU5RAUm0NQUco0G17je6KbnuInqJXKG3LhaV0hAEGM98/GpIYN+JMaQh/r5XKDx4+erz+pPL02fMXG5tbL/sqjCWhPRLyUF67WFHOBO1ppjm9jiTFgcvpwJ0czeqDD1QqFoorPY3oKMB3gvmMYG1S/Z0h8/2d281tuAfnZt0PUBZsg8y6t1ulP0MvJHFAhSYcK3WDYKRHCZaaEU7TyjBWNMJkgu/ojQkFDqgaJfNxU2vXZDzLD6Vxoa15dlWRfFqAuRwOlJoGrlEHWI9VsTZL/q92E2u/NUqYiGJNBVn83I+5pUNrdh+WxyQlmk9NgIlkZn6LjLHERJtbqwwlFfQjCYMACy8Z+jhgfOpRH8dcp8lQ+cu4khvIDWYJUzOvMj9L0ht0sMdUKC6plybnV52LNDnahwg20jx40j29WGFOWugQwmK3VcCpn9Rhalm7VrWLhQ4FtVCzXc0LziSlYimB8O1xo52X1PehU9Ac8pguJTZqItcpjNqNZcT/IQ3HPm0c5bs6NqwWRh+MmTaay7ND09VxapkXWh9jOTEzTzMQoVYNoXYN2fUC2KEei4MV1IawlnkBvWB3Y71K7htq4Wnx5OYdMwrWzJdWzIqg4kLcD/r2HmrsoXf29sFBtizr4DWogjcAgSY4AOegC3qAgPfgC/gKvpU/l7+Xf5R/LtDSWqZ5BXJW/vUXTjRLzA==</latexit>()

<latexit sha1_base64="ilo/XOEyIvdzXEdE3w9eA6QvDRE=">AAAE4HicbVNda9swFHW6bOuyr3Z73ItIKbQsFMlp0nas0PUblkJWmrYQZUaW5UZEloMtpw1G73sbe90PG+xv7BdMSZwucSdz4XDvOedeWZLbFzxWEP4uLDwqPn7ydPFZ6fmLl69eLy2/uYzDJKKsRUMRRtcuiZngkrUUV4Jd9yNGAlewK7d3MKpfDVgU81BeqGGfdQJyI7nPKVEm5Sz9wu0SAAAHXDopjhM3VoT2UjxgNMWqyxTRYBdgmkRimK6N07fa6VXAGA4MXNdO2ttF+utngDHAMoyC9J6nHdvIkdYAfwDGPnBSPuJK05GoLiUibeiJ7VA7vAJ8Z7b1pHJnKuvr4D3AwmzMI5nRtOm/joNJxxLuOEsrcAOOF3gIUAZWrGw1neWFP9gLaRIwqaggcdxGsK86KYkUp4LpEk5i1je/htywtoGSBCzupOMD0GDVZDzgh5EJqcA4O6tI7ybEuRwJ4ngYuEY9+hVxvjZK/q/WTpS/3Um57CeKSTpp7icCqBCMThh4PGJUiaEBhEbczA9ol0SEKnMPSjhikt3SMAiI9FLsk4CLocd8kgilzQ3wp7g0N1BEuokY5UzZXLXxdtLW1RnxeBzKc+bp9PTirKHTg02IYF3PE4+ax40ZztE22ocw7zZLqFWPqlADsArKTSJVKBlAWzvlecFJxJicSiD8dFjfmZdUN2Etp9kXCZtKbLSF3Fpu1GYS9cU9pV6zj+sH8641G5Zzo191uTKa85N941qrVbLIWR+SqGdmHmZEhLYrCO1UkF3NEc+Yx5NghmpDWMkiR23wm66aZW4a1iR0fufmKDMWrJhPl8wrQfk38RBc2huovlH/Yq/s7WXvZdF6Z5WtNQtZW9aedWo1rZZFCx8LbqFXEEW3+K34vfhjQl0oZJq31twq/vwL0dWZVQ==</latexit>

min
ω={(wk,vk)}K

k=1

→wk→2=1

n∑

i=1

L(yi, fω(xi)) + ω
K∑

k=1

→vk→2

<latexit sha1_base64="iqvmEW1nhXP4R0hvFfjTSDqOAV0=">AAAEd3icbVPPT9swFE6h21g3Ntik7bDDrALTDlVlt7TAjVF+HUDqEKVITYWc5KW16jiR7QBdlMP+zF123d+w29w2oDbM0ZM/PX/f8+f42Yk4UxrjX4Wl5eKz5y9WXpZevV5983Zt/d2VCmPpQscNeSivHaqAMwEdzTSH60gCDRwOXWfUmqx3b0EqFopLPY6gH9CBYD5zqTapm7WftgMDJhKmIWA/IC0hZE9wz9Zwr6f1kwMeQ5ps2iwwjkBtpn3UCsUt3CMJfiiDmE+LKRT6yLaRgFhSbiZ9F8oR0pIywcQARTI0rgJVLdkgvMcdb9Y2cBVPB3oKSAY2rGy0b9aXftte6MYBCO1yqlSP4Ej3Eyo1c7k5gh0riKg7ogPoGShoAKqfTM+Soi2T8ZCxbUJoNM3OK5L7GXEhRwOlxoFj1AHVQ5VfmyT/t9aLtb/bT5iIYg3CnW3uxxzpEE0uA3lMgqv52ADqSmb8I3dIJXW1ubKSLUHAnRsGATX/y/ZpwPjYA5/GXKeJrfwHXCrZBpoOmN1Xp3tOPaZCcQFempxenp+lSWsbE9xMF4lH7eOzOc7RLjnAOF9tntCoH9VxitAWKrep0KEARHb2youCEwkgHiQYfzts7i1K6tu4kdPMWmwmqZEd4jRyVtuxjPgjpdmoHTdbi1UbNVzOWe8OTZOlycXJganaaFSyyJU+pHJkPI8zIiG7FUL2KqRWzxHPwWNxMEetYVzJIkc9Y4OhnmduG9Ys0vzJTa9kLFwxX1oyL4Lk+/8puKpVSbNKvtc29vezt7FifbLK1leLWDvWvnVqta2O5Vp/CquFD4WPy3+Ln4tfil9n1KVCpnlvLYwi+QcyMnL0</latexit>

=) Convex reformulations of
neural network training problems.

<latexit sha1_base64="Bf5ScOyZItwxlkk7Lkq7Pa5ABNs=">AAAEYnicbZTPT9swFMdT1m2s+wXjuB2sIiQmVZWdklJujFJgUyt1jFIkUiHXeWktHKdynI0qyj+52y477Y/YcW4bpjbg6ElfPX++Ly8vToYTwSON8a/C2pPi02fP11+UXr56/ebtxua7yyiMFYMeC0WoroY0AsEl9DTXAq4mCmgwFNAf3jZn+/3voCIeygs9ncAgoCPJfc6oNqmbDeEqOhqBJ8DXpZKr4U7PiyZHIoY0aakRSESlh7pcUMk42rWxTSroS6d9/jF9xPGNjk0rCoFGVFTv8c/NGX6zsY2reL7QQ0EysW1lq3uzufbb9UIWByA1EzSKrgme6EFCleZMQFpy4wgmlN3SEVwbKWkA0SCZ95OiHZPxkB8qE1KjeXbZkdwtwJUcDaJoGgyNO6B6HOX3ZsnH9q5j7TcGCZeTWINki5v7sUA6RLO5I48rYFpMjaBMcdM/YmOqKNPm7ZRcBRJ+sDAIzKwT16cBF1MPfBoLnSZu5N9rM3EjzYQXM+/1O9TjUSjPwUuTs4tOO02ae5jgeroKtron7SWm1SBHGOerLQNOrVXDKUI7qNylUocSENk/KK8aThWAvLdg/Om4frBqqe1hJ+dZHJOFxSb7ZOjkWu3GaiL+I3XHPqk3V6s6Ni7nWu+PuTae89MjU9VxKlnkSh9TdWt6nmYgIY0KIQcVYtdyYAc8HgdLqI1xJYsc2uajsV4m9wy1iDT/5OasZBSumCstmS+C5M//Q3FpV0m9Sr7a24eN7NtYt95bZWvXIta+dWidWV2rZzHrp/W3UDC/iz/FUnGzuLVA1wqZZ8taWcUP/wBf3mXW</latexit>

Ergen and Pilanci (2021, JMLR)
Sahiner et al. (2021, ICLR)

<latexit sha1_base64="vmgCP8HNcCMPJlvYj+1HlKx4w7c=">AAAEKnicbZPdbtMwFMe9lY8RPrbBJTdWq0lcVJOdNt12Rdm3RIfKtK6T1mpyHWe16jiR7TCqKC/CM/AQ3MIldxMSVzwIbpuhNuNERzk65/c/OXbsQSy4NgjdLi2XHjx89HjlifP02fMXq2vrL891lCjKOjQSkboYEM0El6xjuBHsIlaMhAPBuoPR3qTe/cSU5pE8M+OY9UNyLXnAKTE2dbVWd7pDYuB7Ln0NowAeJpJOKhruR/ADSxQR9mVuIjXSsMWIkm8d52qtgjbR1OD9AOdBBeTWvlpf/t3zI5qETBoqiNaXGMWmnxJlOBUsc3qJZjGhI3LNLm0oSch0P50uL4MbNuPDIFLWpYHT7Lwi/TwDF3Ik1HocDqw6JGaoi7VJ8n+1y8QE2/2UyzgxTNLZx4NEQBPByf5BnytGjRjbgFDF7fyQDoki1NhddnqKSXZDozAk0k97AQm5GPssIIkwWdrTwV3sOD0b2p82HT3tdE+Iz3UkT5mfpcdnJ60s3asjjBrZInjQPmzNMQfbeBehYrd5wKsd1FAG4QYst4k0kWQQb+2UFwVHijF5J0Ho3X5jZ1FSqyOvoNkVCbuTuHgLD7zCqO1ExeIf0vDcw8beYlfPReXC6N0hN1ZzerRru3peNfdC632iRnbmcQ5ivF3FeKeK3VoBPGE+T8I51EWomnsBbfHroZkn65aaeVZcuT0rOYWq9skmNwIXz//94NzdxI1N/NGtNJv53VgBr0EZvAEYbIEmOAZt0AEUfAHfwHfwo/S19LN0W/o1Q5eXcs0rsGClP38BlVVW+w==</latexit>

What Kinds of Functions Do Neural Networks Learn?

<latexit sha1_base64="Pz0+3Z4dlpAQczuDnSchc4IskXc=">AAAENHicbZPdbtMwFMe9lY9Rvja45MbqNImLMtnp0nY3MLbu42JDZVqXSWtVuY6zWnWcyHYYVZS34Rl4CG7hBglxg7jlGXDbDLUZjk5ydPz7Hx87x4NYcG0Q+r60XLpz9979lQflh48eP3m6uvbsXEeJoqxDIxGpiwHRTHDJOoYbwS5ixUg4EMwbjPYm894HpjSP5JkZx6wXkivJA06JsaH+6mtvOIatCL5jiSLCfsx1pEYaevYNPSYE5BIe8avhqxYPmZzksVhbRXaBUL/pr66jTTQd8LaDc2cd5KPdX1v+2fUjmthchgqi9SVGsemlRBlOBcvK3USzmNARuWKX1pUkZLqXTjeawQ0b8WEQKWvSwGl0XpF+nIELMRJqPQ4HVh0SM9TFuUnwf3OXiQmavZTLODFM0tniQSKgieDkJKHPFaNGjK1DqOK2fkiHRBFq7HmXu4pJdk2jMCTST7sBCbkY+ywgiTBZ2tXBjV8ud61rf9+09LTjnRCf60ieMj9Lj85OjrN0bwthVM8Wwf32wfEcs9/EuwgVs80Dbm2/hjIIN2ClTaSJJIO4sV1ZFBwqxuSNBKG3rfr2oqS2hdyCZlck7Ebi4AYeuIVS24mKxT+k7joH9b3FrK6DKoXSvSE3VnN6uGuzum41t0LqFlEjW/M4BzFuVjHermKnVgBPmM+TcA51EKrmVkCPbbubeXLLUjPLiju3vZJTqGqfrGxvBC72/23n3NnE9U383lnf2cnvxgp4ASrgJcCgAXbAEWiDDqDgE/gCvoJvpc+lH6Vfpd8zdHkp1zwHC6P05y9yOVv+</latexit>

Why Do Neural Networks Work Well in High-Dimensional Problems?

<latexit sha1_base64="NjT4P4JwbS0aB3d2ro3T3upUrII=">AAAEf3icbVPdbtMwFE5HgVH+NhBXSGB1muCiVHa7dOvd2P/FJpVpXSc11eQ4J61VxymxM1aiPACPyA2vwCvgNtnUZtg60qfj7zs+9jnHnQiuNMa/SyuPyo+fPF19Vnn+4uWr12vrby5VGEcMuiwUYXTlUgWCS+hqrgVcTSKggSug5473Z+e9G4gUD+WFnk5gENCh5D5nVBvX9dovx4UhlwnXEPCfkFYQcma472i41fP4yZ6IIU3mDjcWAnQ6QD3gw5FGHjA6RVwh+B7zGypAaqRDRFHG9hMZyi8slDdwm6IgFiZDqsZIUKXCesUB6d3ffL22get4vtBDQHKwYeWrc72+8sfxQhYH5lI2i9gneKIHCY00Z8I8xYkVTCgb0yH0DZQ0ADVI5m9K0abxeMgPI2Mm6bl3UZHcZsQlHw2UmgauUQdUj1TxbOb831k/1v7OIOFyEmuQLLvcj8Xsq2ZFQR6PgGkxNYCyiJv8ERvRiDJtSldxIpDwg4VBQM1/OT4NuJh64FPzn6Yuyr/DlYpjoOmErG7d3hn1uArlOXhpcnJxdpom+1uY4Fa6TDzsHJ0ucA53yB7GxWiLBLt52MQpQpuo2qFShxIQ2W5XlwXHEYC8k2D89aDVXpY0t7Bd0GStlkkaZJu4diHVThxNxD2lZTeOWvvLUe0GrhZS741Mk6XJ+fGeiWrbtdwKoQ9oNDY5T3MiITs1Qto10mgWiGfg8ThYoDYwruVWoJ7OpmSRuWVYmaXFl5teyVm4ZnZaMRNBiv3/EFw26qRVb31rbOzu5rOxar23qtZni1jb1q51YnWsrsWsv6V3pQ+lj+VS+VO5XsYZdaWUa95aS6vc/gf52nXp</latexit>

• Weight decay is equivalent to a non-convex multitask lasso.
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Path-Norm and Representation Costs

<latexit sha1_base64="AS2MFOf0YYcfIHuUoCK4Uz8Ag5I=">AAAEKXicbZPdTtswFMcN3QfLvmC73I1VhNhFheyUlHLH+L4AqUOUItGKOY5DLRwnsh1YFeV+7zJpt9tr7G7b7R5grzC3DVMT5uhIR+f8/sfHdo6fCK4NQj/n5msPHj56vPDEefrs+YuXi0uvznScKsq6NBaxOveJZoJL1jXcCHaeKEYiX7Cef70zzvdumNI8lqdmlLBBRK4kDzklxoYuF+v9SY3shseCmdxxPnyIU5OkBt4yfjU0enX1cnEZraHJgvcdXDjLoFidy6X5P/0gpmnEpKGCaH2BUWIGGVGGU8Fyp59qlhB6Ta7YhXUliZgeZJNGcrhiIwEMY2VNGjiJziqyj1OwFCOR1qPIt+qImKGu5sbB/+UuUhO2BxmX9sBM0unmYSqgieH4tmDAFaNGjKxDqOK2f0iHRBFq7J06fcUku6VxFBEZZP2QRFyMAhaSVJg86+vwzndKDfnROGBz9s2mt9/tHZOA61iesCDPDk+Pj/JsZx1h1MrL4F5n/2iG2WvjbYSq1WYBr7nXRDmEK7DeIdLEkkG8sVkvCw4UY/JOgtC73dZmWdJcR15Fsy1Sdidx8Qb2vUqrnVQl4h/S8tz91k65queieqX13pAbqzk52LZVPa9RWKX0LlHXtudRAWLcbmC82cBuswIes4Cn0QzqItQorIIejf/2WXLdUlPLqye371hQqGG/3LEjgqsDcd85c9dwaw2/d5e32sWwLIA3oA7eAgw2wBY4BB3QBRR8Al/AV/Ct9rn2vfaj9muKzs8VmtegtGq//wKEHFgo</latexit>

“output weights”

<latexit sha1_base64="Iy5zzAmbm+75/ZHfbDhCaPMsciE=">AAAEZnicbZPfatswFMbVJtu6bOvajbGL3YiUwhihSE6TtheFrv+hLWSlaQpxFmRZbkRkO1hyuyD0UHuasbvtbo8xJXFH7E7mwOHT7zs+R0LeSHCpEPq5sFgqP3n6bOl55cXLV8uvV1bfXMs4TShr01jEyY1HJBM8Ym3FlWA3o4SR0BOs4w0PJvudO5ZIHkdXajxivZDcRjzglCgr9VfO3G4FQjeKk/CTDkxfuyFRA0qEPjYG7kJXpmFfD3ex+XoGXeJJfdcfmplBu3eM6ntjhb5TcXv9lTW0gaYLPk5wlqyBbLX6q6WS68c0DVmkqCBSdjEaqZ4mieJUMFNxU8lGhA7JLevaNCIhkz09ndrAdav4MIgTG5GCU3Xeob/NwJxGQinHoWfdkzllcW8i/m+vm6pgu6d5NEoVi+js50EqoIrh5FihzxNGlRjbhNCE2/4hHZCEUGUPv+ImLGL3NA5DEvnaDUjIxdhnAUmFMtqVwUNeyTXkhQUhIYNUTDTL2wufzqfbnQvicxlHl8w3+vTq4tzog02EUdPkwaPW8fkcc7SN9xEqVpsHGvWjOjIQrsNqi0QqjhjEWzvVvOEkYSx6sCD0+bC5k7fUN1Gj4NkXKXuwOHgLe41Cq600GYl/SLPhHDcP8lUbDqoWWu8MuLKey5N9W7XRqGVRKH1IkqHteZyBGG/XMN6pYadeAC+Yz9NwDnUQqmVRQM/57UDNk5uWmoUpTm6vMqNQzX6mYp8NLj6Sx8m1s4GbG/iLs7a3lz2gJfABVMFHgMEW2AOnoAXagILv4Af4BX6X/pSXy+/K72fo4kLmeQtyqwz/Agwta6Q=</latexit>

kfkF =

KX

k=1

|vk|kwkk2

<latexit sha1_base64="9Z7XCz/Q2RMWNhjWCgrif+uuTSU=">AAAEWnicbZPfTtswFMYN7TYo24Btd7uxCki76JCdkgK7GeP/BUgdohSJVJXjONTCcSLbYVRRHmdPs9vtYtIeZm4bpjbM0ZGOPv++k3Ns2U8E1wah33Pzleqz5y8WFmtLL1+9Xl5ZfXOl41RR1qGxiNW1TzQTXLKO4Uaw60QxEvmCdf27g9F+954pzWN5aYYJ60XkVvKQU2Ks1F/5fDlgMCFm8FHGKoJcQwI9wx6MH2b3RPAAjvQcxhKue5HlKBHZcd73rM+Q9U/9lTW0icYLPk1wkayBYrX7q5WKF8Q0jZg0VBCtbzBKTC8jynAqWF7zUs0SQu/ILbuxqSQR071sPGkON6wSwDBWNqSBY3XakT1MwBmNRFoPI9+6RwPo8t5I/N/eTWrCnV7GZZIaJunk52EqoInh6ChhwBWjRgxtQqjitn9IB0QRauyB1zzFJPtG4ygiMsi8kERcDAMWklSYPPN0+JjXZhryo5KgyCAVI83y9pLH82Wd7jkJuI7lBQvy7PTy/CzPDrYQRq18FjxqH59NMUc7eB+hcrVpwG0eNVEO4Qast4k0sWQQb+/WZw0nijH5aEHoy2Frd9bS3EJuybMvUvZocfA29t1Sq+1UJeIf0nKd49bBbFXXQfVS690BN9ZzcbJvq7puo4hS6UOi7mzPwwLEeKeB8W4DO80SeM4CnkZTqINQo4gSesZvB2aa3LLUJPLy5PYqCwo17JfX7LPB5UfyNLlyNnFrs/XVWdvbKx7QAngP6uADwGAb7IFT0AYdQMF38AP8BL8qf6rz1cXq0gSdnys8b8HMqr77C6yQZoI=</latexit>

The path-norm is a valid norm on F!:

<latexit sha1_base64="gePzFDstFeQ03ZwvWK7wTbkRYew=">AAAEbnicbZNdT9swFIYN7TaWfcEm7WaaZhUhgVYqO6UFLiYxvi9A6oBSpKZUjuNQC8eJEgeoovyw/ZRd7Xa720+Y26ZTE+bqSEfved6Tc2rZDgSPFEI/5uZL5SdPny08N168fPX6zeLS28vIj0PK2tQXfnhlk4gJLllbcSXYVRAy4tmCdezbvVG9c8fCiPvyQg0D1vPIjeQup0Rpqb94bnUNCN1V647R5CFdg1+gxaXqJ5ZH1MC2k/P0OnHWcZrCCXOfXlsXU7r/GVqOY8l4WlurGVavv7iMamh84OMEZ8kyyE6rv1QqWY5PY49JRQWJoi5GgeolJFScCpYaVhyxgNBbcsO6OpXEY1EvGW+fwhWtOND1Qx1SwbE660geJmBOI14UDT1bu0d7RsXaSPxfrRsrd6uXcBnEikk6+bgbC6h8OPp7ocNDRpUY6oTQkOv5IR2QkFClL8GwQibZPfU9j0gnsVzicTF0mEtiodLEitxpbuQGsr2CEJJBLEaa5vXFj/dL2p1T4vDIl2fMSZPji9OTNNnbQBg10zx40Do8mWEOtvAuQsVus0CjflBHKYQrsNIiUvmSQby5XckbjkLG5NSC0Nf95nbeUt9AjYJnV8RsajHxJrYbhVFbcRiIf0izYR429/JdGyaqFEbvDLjSnrOjXd210ahmUWi9T8JbPfMwAzHeqmK8XcVmvQCeMofH3gxqIlTNooCe8JuBmiU3NDWJtLi5vsqMQlX9Sw39bHDxkTxOLs0abtbwN3N5Zyd7QAvgA6iAVYDBJtgBx6AF2oCC7+An+AV+l/6U35c/lj9N0Pm5zPMO5E559S8IuG2U</latexit>

f(x) =

Z

Sd�1

(wTx)+ d⌫(w).

<latexit sha1_base64="L9XNm9eBfubmfNDrANWd/nnbx2M=">AAAEp3icbVNtT9swEE6h21j3BtuXSfviFRAgVZXd0gLfWHmdBFqHKEWiVbk6DrVwnMh2tlVR/sH+4P7GfsGcNpXaMCcnnZ57nruzzx6GgmuD8Z/C0nLx2fMXKy9Lr16/eftude39jQ4iRVmHBiJQt0PQTHDJOoYbwW5DxcAfCtYdPh6l8e4PpjQP5LUZh6zvw4PkHqdgLDRY/X09Yuj+ngZ+KFgKbW2hwEMbPR/MiIKIT5NBz3IMbKBtLhHYPwxVECoOhiHNpGY7iGsEqAUS6AjpECirlkpfTQobm34+kCYHIZAXSZqW0ymQkrxA+YPVdVzFk4WeOiRz1p1stQdry8s9N6CRz6ShArS+Izg0/RiU4VSwpNSLNLNlH+GB3VlXgs90P54cW4I2LeKmha1JgybovCL+NSUuYOBrPfaHVp2ekM7HUvB/sbvIePv9mMswMkzSaXEvEsgEKJ0Lcrli1IixdYAqbvtHdAQKqLHTK/UUk+ynnZIP0o17HvhcjF3mQSRMEve0N/NLCw0N/RygYBSJFLN8e2Mm+4s73UtwuQ7kFXOT+Pz68iKJj3Yxwc1kkXjSPr2Y45zskxbG+WzzhEb9pI4ThDZRuQ3SBJIhsndQXhScKcbkTILxl+PmwaKkvosbOU1LRGwmqZE9MmzkWm1Hyl7oGaXZqJ02jxazNmq4nGu9O+LGaq7OWjZro1HJLJf6GNSj7XmcEQnZrxByUCG1eo54yVwe+XPUGsaVzHLUC/4wMvPMXcuaWpLfuR1lxsIV+yUl+2xI/pE8dW5qVdKsNr/X1g8Pswe04nxyys62Q5w959A5d9pOx6HO38LHwudCubhT/Fa8Kd5OqUuFTPPBWVhF+AeQHn8m</latexit>

The “completion” of F! (in an appropriate sense) is a Banach space.
It is the Banach space of all functions of the form

<latexit sha1_base64="Zvsgw85kXhHSa05GSWDh6t0qFKw=">AAAEx3icbVNdb9owFA0d2zr21W6Pe7GoKrUSquxQvt5aKP2YQGIdjEoFVcZxwKrjRLbTgaI87CfucS/7LTMknSCtoytd3XvOyUnu9STgTGkI/+S2XuRfvnq9/abw9t37Dx93dj/9UH4oCR0Qn/vyZoIV5UzQgWaa05tAUuxNOB1O7lvL/vCBSsV80deLgI49PBXMZQRrU7rb+T3SdK5XOlGThzSOmlhKX4AD1GiUS+Cq3W6DvsRCYbJkKGB6V8L1pbdSAP0Z9eXiMC4UnlEiM3BgQ1Qrga/GsMAc+C7omrJxCzoUS8HEFFxTZVIye1bkO6NTygEWDrgJl2q2cdUyRrQMjaMHCk6DQPpzlvg5jO929uARXB3wNEFpsmelp3e3u/V35Pgk9KjQhGOlbhEM9DjCUjPCaVwYhYoGmNzjKb01qcAeVeNoZTIG+6biAPM/TAgNVtV1RjRPgBs17Cm18CaGbVzPVLa3LD7Xuw21Wx9HTAShpoIkL3dDDrQPlsMFDpOUaL4wCSaSGf+AzLA0ozMrUBhJKuhP4nue+ZvRyMUe4wuHujjkOo5Gyn3MzRhMamaUDGIw7GKHKV9cUyeOLvvdThy1jiGC1XgT2O6dd9Yw7TpqQphVWwdUyu0yjAHYB8UeFto3W4FqjeIm4UJSKh4pEJ6eVRublPIxrGQ4ye4kFBvV0KSSsdoLZcD/Q6oV+7za2lSt2LCYsT6cMW041xdNo1qplNLISJ9heW88L1IgQvUSQo0SsssZYJc6LPTWoDaEpTQy0A6bzvQ68tigkoizX252JUXBknnigrkRKLv/T5Mf9hGqHqFv9t5JPb0b29YXq2gdWMiqWSfWpdWzBhbJ1XLjnJub5q/yfv4hP0+gW7mU89naOPlf/wBAg4z7</latexit>

Barron (1993, IEEE Transactions on Information Theory)
Bach (2017, Journal of Machine Learning Research)
Siegel and Xu (2023, Constructive Approximation)

<latexit sha1_base64="yIKdiBk0/d0aG6/NQHHT6BuuTN0=">AAAEOXicbZNLbtswEIaZuI9UfSXtshvBQYAu3ICULcfZpXkvEsAN4jhAbAQUNbIJU5RAUUkNQffoXQp0216hy+6KbrroBUrbSmErpTDAYOb7f41I0YsFTzTG35eWKw8ePnq88sR6+uz5i5era68ukihVDDosEpG69GgCgkvoaK4FXMYKaOgJ6HqjvUm/ewMq4ZE81+MY+iEdSB5wRrUpXa86valHdsMjATq3rB4DqUFxObCsgEuu4d0t9/XQsiTo20iNkuvVdbyJp8u+n5AiWUfFal+vLf/u+RFLQ+PMBE2SK4Jj3c+o0pwJyK1emkBM2YgO4MqkkoaQ9LPpYLm9YSq+HUTKhNT2tDqvyD7OwIUaDZNkHHpGHVI9TMq9SfF/vatUB61+xmWcapBs9vIgFbaO7Mnu2T5XwLQYm4Qyxc38NhtSRZnZMuOkQMIti8KQSj/rBTTkYuxDQFOh86yXBHe5tTCQF04KpmfOcHYane4p9XkSyTPw8+z4/PQkz/YamOBmvggetA9P5piDFtnFuOw2D7j1gzrObXvDrrap1JEEm2xtVxcFRwpA3kkwfr/f3F6U1BvYLWl2RQp3EodsEc8tjdpOVSz+IU3XOWzuLbq6Dq6WRu8OzQ+YZ2dHu8bVdWtFlKz3qRqZmccFSEirRsh2jTj1EngKPk/DOdTBuFZECT3hg6GeJxuGmkVe/nJzjgWFa+bJLXNFSPlC3E8unE3S3HQ/OOs7reKyrKA3qIreIoK20A46Rm3UQQx9Ql/QV/St8rnyo/Kz8muGLi8VmtdoYVX+/AWfml5+</latexit>

finite-width
networks

<latexit sha1_base64="PJROvNtGxzSurUVb2xBkKdEnhzc=">AAAEq3icbZNdT9swFIbT0W2s+4LtcruwipiY1iE7JQUukBjfEjB1rKVoTYkcx6FWHSdyHKCK8h/29/ZHdj23TVEb5uhIR+953uOTOHYjzmIF4Z/Sk4Xy02fPF19UXr56/ebt0vK7yzhMJKFtEvJQXrk4ppwJ2lZMcXoVSYoDl9OOO9gf1Tu3VMYsFC01jGgvwDeC+YxgpSVn6bfdrQAA7ACrPsE8Pcocu9WnCoMdYJNE8mHqr9m3lKT32eeRFieBkw52UHZ9Cm6dAZgU7zJncG23pqDzRYNqXLeZAPZFDTxguXLt1cDpJB/t7brp9yyr2D1naQWuw/ECjxOUJytGvprO8sKC7YUkCahQhOM47iIYqV6KpWKEU90ziWmEyQDf0K5OBQ5o3EvHny4Dq1rxgB9KHUKBsTrrSO8n4JyGgzgeBq52j0aPi7WR+L9aN1H+Vi9lIkoUFWSyuZ9woEIwOhvgMUmJ4kOdYCKZnh+QPpaYKH2CFVtSQe9IGARYeKnt44DxoUd9nHCVpXbsT/PK3EBuUBAk7id8pGle/zXj90vbnXPssTgUF9TL0pPW+VmW7m9ABBvZPHjYPDqbYQ630B6ExW6zgFU/rMMMgFVQbWKhQkEB2tyuzhuOJaViaoHw20Fje95S34BWwbPHEzq1mGgTuVZh1GYiI/6ANCzzqLE/39UyYbUweqfPlPZcHO/prpZVy6PQ+gDLgZ55mIMIbdUQ2q4hs14Az6nHkmAGNSGs5VFAz9hNX82SG5qaRFZ8c32UOQVr+skq+tqg4iV5nFya66ix3vhhruzu5hdo0fhgVI01Axmbxq5xYjSNtkGMv6WPpdXSp/LX8s/yr7I9QZ+Ucs97Y26V6T9cVYDC</latexit>

F! =

{
f(x) =

K∑

k=1

vk(wT
k x)+ : vk → R, wk → Rd, K → N

}
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Path-Norm and Derivatives

<latexit sha1_base64="GVgO+FIZdESswgAEm47qmcOgNWI=">AAAEVHicbZTfT9swEMcNZRvLNla2x71YRUigdchOSYFJSIzf0kDqEKVITRc5iUOtxEkUO0AV5X/ZX7PX7WnS/pc9zG3D1IRddNLp/Ple7mzZdhwwIRH6PTdfW3jy9Nnic+3Fy1dLr+vLb65ElCYO7TpRECXXNhE0YCHtSiYDeh0nlHA7oD3bPxiv925pIlgUXspRTAec3ITMYw6RKmXVP5p9zbMy0+aZKYdUkjxfu1+Hu9AUKbcyfxfnXz/DW8uHa3eWfw8/QNvy1633mjmw6itoA00MPg5wEayAwjrWcm3edCMn5TSUTkCE6GMUy0FGEsmcgOaamQoaE8cnN7SvwpBwKgbZZMgcrqqMC70oUR5KOMnOKrL7KVjKES7EiNtKzYkciuraOPm/tX4qve1BxsI4lTR0pj/30gDKCI53EbosoY4MRiogTsJU/9AZkoQ4Uu21ZiY0pHdOxDkJ3cz0CGfByKUeSQOZZ6bwHmKt1JDNy80nZJgGY0bh6ngn42Xd3jlxmYjCC+rm2enl+VmeHWwijNp5GTzqHJ/NMEfbeB+harVZwGgdtVAO4SpsdEgoo5BCvLXTKAtOEkrDBwlCnw7bO2VJaxMZFc1+kNIHiY63sG1UWu2kSRz8Q9qGftw+KFc1dNSotN4bMqk0Fyf7qqphNAuvlD4kia96HhUgxttNjHeaWG9VwHPqspTPoDpCzcIr6Bm7GcpZclNRU8+rk6ujLCjUVF+uqVuDq3fkcXClb+D2Bv6ir+ztFfdnEbwDDbAGMNgCe+AUdEAXOOAb+A5+gJ+1X7U/C+qVmKLzc4XmLSjZwtJfBBVjiA==</latexit>

f✓(x) =

KX

k=1

vk(wkx � bk)+

b1

w1

b2

w2

b3

w3

b4

w4

b5

w5

b6

w6

fµ(x) Dfµ(x)

v1|w1|
v3|w3| v5|w5|

v2|w2|
v4|w4|

v6|w6|

D2fµ(x)

<latexit sha1_base64="ynoULWRQDCevfT9TrRKG/3mm8v0=">AAAEWnicbZPfT9swEMdN6TYI+wHb3vZiFZD2UCE7JaXsifH7gUodoxSJVJWTOK2FHUeOw1ZF+cP2p0yatNftaf/C3DZMbdhFJ53uPt/zOSd7MWeJRuj7UmW5+uTps5VVa+35i5ev1jdeXycyVT7t+pJLdeORhHIW0a5mmtObWFEiPE573t3RpN67pyphMrrS45j2BRlGLGQ+0SY1WP/sTntk90xyqnPLaktFoWJDqWSa8PEHy9JSEw7viWJTDZQh3HIF0SMlsuMchoPM9UTm6hHVJM+3LGuwvol20NTg4wAXwSYorDPYqPxxA+mngkba5yRJbjGKdT8jSjOf09xy04TGxL8jQ3prwogImvSz6eQ53DaZAIZSGY80nGbnFdnXGbiQIyJJxsIz6slNknJtkvxf7TbVYaufsShONY382eFhyqGWcPJ7YcAU9TUfm4D4ipn5oT8iivjaLMFyFY3oF18KQaIgc0MiGB8HNCQp13nmJuFDbC0M5IlJwtTMkmfr6vbaJGCJjC5pkGfnV+2LPDvaRRg180XwpHN6McectPAhQuVu84DTOGmgHMJtWOuQSMuIQry3X1sUnClKowcJQh+Pm/uLksYuckqaQ57SB4mN97DnlEbtpCrm/5CmY582jxa7OjaqlUbvjZg2msuzQ9PVceqFl1ofE3VnZh4XIMatOsb7dWw3SmCbBiwVc6iNUL3wEnrBhiM9T+4aauZ5+eZmjwWF6ubLJ08Elx/E4+Da3sHNHfzJ3jxoFY9lBbwDNfAeYLAHDsA56IAu8ME38BP8Ar+Xf1Qr1dXq2gytLBWaN2DBqm//Asc0Z7E=</latexit>

More rigorously:
total variation of Df✓

<latexit sha1_base64="XT6t1PZYWZe5ZhyqbuSYDC7hR44=">AAAElHicbZP/TtswEMdT1m2s+wWbNGnaP1YrJJA6ZKekgDQkRikgDaYOUYrUlMhJHGo1dqLEgVapH2EPuKfYH3uBuW06tWGOLj7dfb6Xc2zboU9jAeGvwsqT4tNnz1dflF6+ev3m7dr6u+s4SCKHtJ3AD6IbG8fEp5y0BRU+uQkjgpntk449aEzynXsSxTTgV2IUkh7Dd5x61MFChay1n2a3ZAoyFLGXhlj0P/MgYnLTs1LTZqkp+kRgKbfAATDjhFnp4ADJ229gfG8NxmD8MHmrFOXCSj+ryRMjeTubwdhkqmDE0mN5q4Ncxc3h1hiYVTBnXDksmT1rrQK34XSAxw7KnIqWjZa1vvLbdAMnYYQLx8dx3EUwFL0UR4I6PpElM4lJiJ0BviNd5XLMSNxLp/9Ngg0VcYEXRMq4ANPooiIdzsClGGZxPGK2Uk9aj/O5SfB/uW4ivL1eSnmYCMKd2ce9xAciAJONAS6NiCP8kXKwE1HVP3D6OMKOUNtXMiPCyYMTMIa5m5oeZtQfucTDiS9kasbe3C8tNWSzSUDl1PGYriVtdy6wS+OAXxJXpmdXF+cybexABOtyGWy2Ts4XmOYeOoIwX20RMGrNGpQAbIByC3MRcALQ7n55WXAaEcLnEgi/Htf3lyW1HWjkNEd+QuYSHe0i28i12kqi0P+H1A39pN5YrmrosJxrvdOnQmkuT49UVcOoZpYrfYyjgep5lIEI7VUR2q8ivZYDL4hLE7aA6hBWM8uh5/SuLxbJHUXNTOZXrvYxo2BVPbKkrgjKX4jHzrW+jerbxg+9cniYXZZV7ZNW1jY1pO1qh9qZ1tLamqP9KXwslAuV4ofil2Kj2JyhK4VM815bGsXvfwFJF3x0</latexit>

path-norm(f✓) =

KX

k=1

|vk||wk| =

Z 1

�1
|D2f✓(x)| dx

BV2 is the native space for univariate shallow neural networks.
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What About the Multivariate Case?

<latexit sha1_base64="21jOfszXbgurEd/IS29e5MxWANw=">AAAEAnicbZO7btswFIaZuJfUvSXt2EVwEqCDYZBy5Mvmxs5lcAA3iOMAlhPQFBUTpiiBpNoagrY+RNd27FZ07Yt06bOUtpXCVkrhAD/O+f6jI4ocR5wpDeHvjc3Cg4ePHm89KT599vzFy+2dV5cqjCWhfRLyUF6NsaKcCdrXTHN6FUmKgzGng/G0Pa8PPlCpWCgu9CyiowDfCuYzgrVJXe+5AdYTGSSd9Nreu9nehRW4WNZ9gTKxC7LVu9nZ/ON6IYkDKjThWKkhgpEeJVhqRjhNi26saITJFN/SoZECB1SNksXYqbVvMp7lh9KE0NYiu+pIPi3BtRwOlJoFY+OeT67ytXnyf7VhrP3GKGEiijUVZPlyP+aWDq35vlgek5RoPjMCE8nM/BaZYImJNrtXdCUV9CMJgwALL3F9HDA+86iPY67TxFX+nS4WXSPNz1iMnvQHZ9hjKhTn1EuT04uzbpq0DyCCtXQdPOodd1eYowY6hDDfbRVwqkdVmFrWvlXqYaFDQS1Ub5bWDSeSUnFngfBdp9Zct1QPoJPzHPKY3llsVEdjJzdqL5YR/4fUHPu41l7v6tiwlBt9MGHaeM5PDk1XxylnkWvdwXJqZp5lIEKNMkLNMrKrOfCMeiwOVlAbwnIWObTLbid6lTww1DLS/Jebs5JRsGyetGhuBMqf//vi0q6gWgW9t3dbrexubIE3oATeAgTqoAVOQQ/0AQESfAFfwbfC58L3wo/CzyW6uZF5XoO1Vfj1F8j+SIY=</latexit>

D2

<latexit sha1_base64="mUBkLkWIfPm57TtM/T1o+c90394=">AAAD93icbZNNb9owGMfdspeOvbXbcZcIVGkHhOxAoD3BoG8HkFhXSqWCKuM4YOE4ke1sQ1E+wq7bcbdp132cXfZZZiBMkM7RI/31PL//kyeOPQ45UxrC3zu7uQcPHz3ee5J/+uz5i5f7B6+uVRBJQvsk4IG8GWNFORO0r5nm9CaUFPtjTgfjWXtRH3ykUrFAXOl5SEc+ngjmMYK1SX1oNBp3+0VYhstl3RcoFUWQrt7dwe6foRuQyKdCE46VukUw1KMYS80Ip0l+GCkaYjLDE3prpMA+VaN4OWtiHZqMa3mBNCG0tcxuOuLPK3Arh32l5v7YuH2spypbWyT/V7uNtHc0ipkII00FWb3ci7ilA2uxGZbLJCWaz43ARDIzv0WmWGKizZblh5IK+okEvo+FGw897DM+d6mHI66TeKi8tc7nh0aaP7AcPe4PuthlKhCX1E3ii6tuJ4nbVYhgLdkGT3tnnQ3m9Ai1IMx22wScymkFJpZ1aBV6WOhAUAvVjwvbhnNJqVhbIHx3UjvetlSq0Ml4Wjyia4uN6mjsZEbtRTLk/5CaY5/V2ttdHRsWMqMPpkwbz+V5y3R1nFIamdYnWM7MzPMUROiohNBxCdmVDNilLov8DdSGsJRGBu2wyVRvklVDrSLJfrk5KykFS+ZJ8uZGoOz5vy+u7TKqldF7u9hspndjD7wBBfAWIFAHTXABeqAPCJiAL+Ar+Jab577nfuR+rtDdndTzGmyt3K+/4FJD3A==</latexit>

???

<latexit sha1_base64="BJsL6/f1+alioeqqT7CBihh5kdc=">AAAEKHicbVNdT9swFDV0H6z7gu1xL14BiWmlslNS4I3x/QBShyhFIl3lOA61cJwodgZVlOf9l0l73f7G3iZe9wf2F+a2YWrCbnSlo3PPubnXlt1IcKURup2ZrTx4+Ojx3JPq02fPX7ycX3h1psIkpqxDQxHG5y5RTHDJOpprwc6jmJHAFazrXu2M6t3PLFY8lKd6GLFeQC4l9zkl2lD9+bdLK44bpNfZJycgeqD89DQbETcZXIXuu/77pf78ImqgccD7AOdgEeTR7i/M/nG8kCYBk5oKotQFRpHupSTWnAqWVZ1EsYjQK3LJLgyUJGCql453yeCyYTzoh7FJqeGYnXakNxNhgSOBUsPANe7xEuXaiPxf7SLR/kYv5TJKNJN08nM/EVCHcHRY0OMxo1oMDSA05mZ+SAckJlSbI606MZPsmoZBQKSXOj4JuBh6zCeJ0FnqKP8OVwsDucGIMDVzZeNd0k73mHhchfKEeVl6eHp8lKU7awijVlYU7rX3j6Y0ext4G6Fyt2mB3dxrogzCZVhrE6lDySBe36wVDQcxY/LOgtCH3dZm0dJcQ3bJsy0Sdmex8Dp27dKo7SSOxD9Jy7b2WzvFrraFaqXRuwOujefkYNt0te16nqXWuyS+MjMPcyHGG3WMN+vYapaEx8zjSTAltRCq51mSHvHLgZ5WrhnVJLPy5uYecxWqmy+rmieCyw/iPjizGrjVwB+txa2t/LHMgTegBlYAButgCxyCNugACr6Ab+A7+FH5WvlZ+VW5nUhnZ3LPa1CIyu+/reFW4g==</latexit>

(wTx � b)+

<latexit sha1_base64="qJDal6vKjmOEQF2YfzjTivAh3mA=">AAAEEXicbZPdTtswFMcN3QfrvmC73I1VQGJah+y0aeGO8X0BUocoRaIVchyHWjhOZDuDKspTTNrt9hq7m3a7J9hT7BXmtmFqwk50pKNzfv+TY1vHiwXXBqHfc/OVBw8fPV54Un367PmLl4tLr850lCjKujQSkTr3iGaCS9Y13Ah2HitGQk+wnne9M673PjGleSRPzShmg5BcSR5wSoxN9VfWbm7he+i9vXy3crm4jNbRxOD9AOfBMsitc7k0/6fvRzQJmTRUEK0vMIrNICXKcCpYVu0nmsWEXpMrdmFDSUKmB+lk6Ayu2owPg0hZlwZOsrOK9HYKFnIk1HoUelYdEjPU5do4+b/aRWKCjUHKZZwYJun050EioIng+FagzxWjRoxsQKjidn5Ih0QRauzdVfuKSXZDozAk0k/7AQm5GPksIIkwWdrXwV1cLQzkheOErdm3mZwl7faOic91JE+Yn6WHp8dHWbrTRBi1siK419k/mmH2NvA2QuVus4Db2GugDMJVWOsQaSLJIG5v1oqCA8WYvJMg9GG3tVmUNJrILWm2RcLuJA5uY88tjdpJVCz+IS3X2W/tFLu6DqqVRu8NubGak4Nt29V167mXWu8SdW1nHuUgxht1jDfr2GmUwGPm8yScQR2E6rmX0CN+NTSzZNNSU8/KJ7fvmFOobr+salcElxfifnDmrOPWOv7oLG9t5cuyAN6AGlgDGLTBFjgEHdAFFMTgC/gKvlU+V75XflR+TtH5uVzzGhSs8usvA+lNEA==</latexit>

(wx � b)+
<latexit sha1_base64="Z6c423Z95xGARlzCTY6FEyxHcus=">AAAEG3icbZPNThsxEMcN6QdNv6DtrRcrgESllNobNsCN8n0AKUWEIJEIeb1eYuH1rmxvIV32USr12r5Gb1WvPfQp+gp1kqXKLp3VSKOZ3392bGu8WHBtEPo9NV25d//Bw5lH1cdPnj57Pjv34kRHiaKsTSMRqVOPaCa4ZG3DjWCnsWIk9ATreJdbw3rnI1OaR/LYDGLWC8mF5AGnxNjU+eyrhZurm67PhCFL1/At9N5dvVk4n51Hy2hk8G6A82Ae5NY6n5v+0/UjmoRMGiqI1mcYxaaXEmU4FSyrdhPNYkIvyQU7s6EkIdO9dDR+BhdtxodBpKxLA0fZSUV6PQYLORJqPQg9qw6J6etybZj8X+0sMcFaL+UyTgyTdPzzIBHQRHB4P9DnilEjBjYgVHE7P6R9ogg19harXcUku6JRGBLpp92AhFwMfBaQRJgs7ergNq4WBvLCYcLW7CuNzpK2O4fE5zqSR8zP0v3jw4Ms3VpBGDWzIrjT2j2YYHbW8CZC5W6TgNvYaaAMwkVYaxFpIskgXl2vFQV7ijF5K0Ho/XZzvShprCC3pNkUCbuVOHgVe25p1FaiYvEPabrObnOr2NV1UK00eqfPjdUc7W3arq5bz73UepuoSzvzIAcxXqtjvF7HTqMEHjKfJ+EE6iBUz72EHvCLvpkkVyw19qx8cvuOOYXq9suqdkVweSHuBifOMm4u4w/O/MZGviwz4DWogSWAwSrYAPugBdqAgk/gC/gKvlU+V75XflR+jtHpqVzzEhSs8usvzBRRCw==</latexit>

|w|�(x � b/w)

<latexit sha1_base64="pMse6Br/sINgFljlYvDtYuonpJg=">AAAEDnicbZPNThsxEMcN6QdNv6A99rIKIPUQIXvDJnAqJQQ4gJQiQqhIhLxeL7Fie1e2t2202neo1Gv7Gr1VvfYV+hR9hTrJUmWXzmqk0czvPzu2NX7MmTYQ/l5arty7/+DhyqPq4ydPnz1fXXtxoaNEEdojEY/UpY815UzSnmGG08tYUSx8Tvv+uD2t9z9QpVkkz80kpkOBbyQLGcHGpt5vDALKDd54c726DrfgzJy7AcqDdZBb93pt+c8giEgiqDSEY62vEIzNMMXKMMJpVh0kmsaYjPENvbKhxILqYTqbOHM2bSZwwkhZl8aZZRcV6ac5WMhhofVE+FYtsBnpcm2a/F/tKjHhzjBlMk4MlWT+8zDhjomc6ZU4AVOUGD6xASaK2fkdMsIKE2MvrjpQVNKPJBICyyAdhFgwPgloiBNusnSgw9u4WhjIF9OErdmHmZ0l7fVPccB0JM9okKXH56cnWdrehgg2syLY6R6eLDCdHbQPYbnbIuA1Og2YOc6mU+tiaSJJHdTarRUFR4pSeSuB8O1Bc7coaWxDr6TZ5wm9lbiohXyvNGo3UTH/hzQ997DZLnb1XFgrjd4fMWM1Z0f7tqvn1XMvtT7AamxnnuQgQjt1hHbryG2UwFMasEQsoC6E9dxL6Am7GZlFcttSc8/KJ7fvmFOwbr+salcElRfibnDhbqHmFnrnru/t5cuyAl6BGngNEGiBPXAMuqAHCBDgC/gKvlU+V75XflR+ztHlpVzzEhSs8usvtZhM/g==</latexit>

�?
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Multivariate Extension: The Radon Transform

x 1
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<latexit sha1_base64="7cUW6VVAMBOBnuAwfQ1skK7NYJE=">AAAEKnicbZNNT9swGMcN2Qvr3sp23CUqIO1QITslBW6svB5A6hClSKSqHMdpLRwnsp1uVZRvsut22qfZDe26DzK3DVMT9kSP9Ojx7//kb1v2E86UhvB+ZdV68vTZ87UXtZevXr95W19/d63iVBLaIzGP5Y2PFeVM0J5mmtObRFIc+Zz2/bvD2Xp/QqVisbjS04QOIjwSLGQEa9Ma1uub4dCbUJJ5ekw1zjeH9Q24DedhPy5QUWyAIrrDdWvVC2KSRlRowrFStwgmepBhqRnhNK95qaIJJnd4RG9NKXBE1SCbW8/tLdMJ7DCWJoW2591lRfZ1AZZ6OFJqGvlGHWE9VtW1WfN/a7epDvcGGRNJqqkgi5+HKbd1bM/Oxg6YpETzqSkwkcz4t8kYS0y0OcGaJ6mgX0gcRVgEmRfiiPFpQEOccp1nngof6lrJkB+VzUs8TvmMMbi5tPn2sl7/AgdMxeKSBnl2dnVxnmeHOxDBdl4Gj7sn50vM8R7qQFidtgy4reMWzG17y250sdCxoDba3W+UBaeSUvEggfDTUXu/LGntQLei6fCUPkgctIt8t2K1m8qE/0ParnPSPixPdR3YqFjvj5k2msvTjpnqus0iK6OPsLwznqcFiNBeE6H9JnJaFfCCBiyNllAHwmaRFfScjcZ6mdwx1CLz6s7NVRYUbJovr5lXg6pv5HFx7Wyj9jb67GwcHBTvZw18AA3wESCwCw7AGeiCHiBgAr6B7+CH9dP6Zd1bvxfo6kqheQ9KYf35C4yjV58=</latexit>

f✓

<latexit sha1_base64="wsRuLPfskY7F2lJnZ2NrJD9EHaQ=">AAAEIHicbZNdT9swFIYN2QfrvmC73E1UQNpFheyUFLhjfF+A1KGVItEKOc4JtXCcyHa2VVH+xG63q/2a3U273H7N3DZMTdiJjnR0/Lwnr205SAXXBuPfC4vOg4ePHi89aTx99vzFy+WVVxc6yRSDHktEoi4DqkFwCT3DjYDLVAGNAwH94HZ/st7/CErzRH4w4xSGMb2RPOKMGtu6XBscgDB07Xp5FW/gabj3C1IWq6iM7vWKszgIE5bFIA0TVOsrglMzzKkynAkoGoNMQ0rZLb2BK1tKGoMe5lPDhbtuO6EbJcqmNO60O6/IP8/ASo/GWo/jwKpjaka6vjZp/m/tKjPR9jDnMs0MSDb7eZQJ1yTu5ETckCtgRoxtQZni1r/LRlRRZuy5NQYKJHxiSRxTGeaDiMZcjEOIaCZMkQ90dFc3KoaCuGpe0VEmJozF7VVNt5f3+mc05DqR5xAW+cmHs9Mi39/EBHeKKnjYPTqdYw63yR7G9WnzgN8+bOPCddfdZpdKk0hwydZOsyo4VgDyToLxu4POTlXS3sR+TbMnMriTeGSLBH7NajdTqfiHdHzvqLNfnep7uFmz3h9xYzXnx3t2qu+3yqyNPqDq1noelyAh2y1CdlrEa9fAMwh5Fs+hHsatMmvoKb8ZmXly01KzLOo7t1dZUrhlv6JhXw2pv5H7xYW3QTob5L23urtbvp8l9AY10VtE0BbaRSeoi3qIIYG+oK/om/Pd+eH8dH7N0MWFUvMaVcL58xduDFOb</latexit>

�

<latexit sha1_base64="v2bh699P0p+O/6PDU+a45f7SgNw=">AAAEOnicbZM7b9swEMeZqI9UfSXt2EVwEKCDEZBy5DhbmveQAG4QxwViI6Cok02EogSKamoIWvtpurZTv0jXbkXXfoDStlJYSikccDr+/se7I+gngqca4x9Ly9aDh48erzyxnz57/uLl6tqryzTOFIMei0WsPvg0BcEl9DTXAj4kCmjkC+j7N/vT/f5HUCmP5YWeJDCM6EjykDOqTeh61RkwkBoUlyPbDngYgjL/nGqwbX3LGVyvruNNPFvOfYeUzjoqV/d6zVoeBDHLIpOHCZqmVwQnephTpTkTUNiDLIWEshs6givjShpBOsxnrRTOhokEThgrY1I7s+iiIv80BysxGqXpJPKNOqJ6nNb3psH/7V1lOuwMcy6TTINk88PDTDg6dqazcgKugGkxMQ5lipv6HTamijIzMJPJTApuWRxFVAb5IKQRF5MAQpoJXeSDNLzz7UpBflQtXtFxJqaMwc0lztrLe/0zGvA0lucQFPnJxdlpke9vYYLbRRU87B6dLjCHHbKHcT3bIuC1Dlu4cJwNp9GlUscSHLK906gKjhWAvJNg/O6gvVOVtLawV9PsiQzuJC7ZJr5XK7WbqUT8Q9qee9Ter2b1XNyold4fc20058d7JqvnNUurpT6g6sbUPClBQjpNQnaaxG3VwDMIeBYtoC7GzdJq6CkfjfUiuWWouRX1zs1VlhRumq+wzash9Tdy37l0N0l7k7x313c75ftZQW9QA71FBG2jXXSCuqiHGPqMvqCv6Jv13fpp/bJ+z9HlpVLzGlWW9ecvhQFd3w==</latexit>

di↵erentiate
twice

<latexit sha1_base64="2DltLQ659kYt5TNyyFLmufl46uQ=">AAAEY3icbZNdT9swFIYNdBsL2/jY7qZJURFiFxWyU1LKHeN7EkgdohSJVuA4TmPhOJHtsFVRftN+zS52s13tf8xtw9SEuTrS0fHzvnlry17CmdIQ/pybX6g9e/5i8aW19Or1m+WV1bUrFaeS0C6JeSyvPawoZ4J2NdOcXieS4sjjtOfdH4z3ew9UKhaLSz1K6CDCQ8ECRrA2o9uVz31ChaaSiaFl9Sd+2QOLOdW5ZR0yiYl9dzc2V5ubloV5LIY2Jpo9TPSWpUNJVRhzX92urMMtOFn20wYVzTooVud2dWG+78ckjUwAwrFSNwgmepBhqRnhNLf6qaIJJvd4SG9MK3BE1SCbZMztDTPx7SCWpoS2J9NZRfZtCpZmOFJqFHlGHWEdqureePi/vZtUB+1BxkSSairI9ONBym0d2+NDtX0mKdF8ZBpMJDP5bRJic3jmZI2TpIJ+JXEUYeFn/QBHjI98GuCU6zzrq+Cxt0qBvKgcXuIw5WPG4OZCpnfV7Z1jn6lYXFA/z04vz8/y7GAbItjKy+BR5/hshjlqo30Iq26zgNs8asLctjfsegcLHQtqo53dellwIikVjxIIPx22dsuS5jZ0K5p9ntJHiYN2kOdWonZSmfB/SMt1jlsHZVfXgfVK9F7ItNFcnOwbV9dtFFWxPsTy3mQeFSBC7QZCuw3kNCvgOfVZGs2gDoSNoiroGRuGepbcNtS08uo/N1dZULBhfrllXg2qvpGnzZWzhVpb6Iuzvtcu3s8ieA/q4CNAYAfsgVPQAV1AwHfwA/wCvxf+1JZqa7V3U3R+rtC8BaVV+/AXSeZqBA==</latexit>

Dirac “lines”
along activation

thresholds

0 º/2 º
µ

w = (cos µ, sin µ)

°50

°25

0

25

50

b

R2{s}(x)

<latexit sha1_base64="+J4O4LNuxKiB7cm5hmBnJqw/NbA=">AAAEM3icbZNda9swFIbVeh9d9tVuV2M3Jm1hF6FITp22d12/YS1kpWkKdSiyLDeikmwkeVswZr9mt9vVfszY3djt/sOUxB2xu2MOHI6e9/iVhMKUM20g/DE379y7/+DhwqPG4ydPnz1fXHpxrpNMEdojCU/URYg15UzSnmGG04tUUSxCTvvhze54vf+BKs0SeWZGKR0IfC1ZzAg2tnW1+GolENgMlcjfFUFrUmui8tNi5WpxGa7BSbh3C1QWy6CM7tWSMx9ECckElYZwrPUlgqkZ5FgZRjgtGkGmaYrJDb6ml7aUWFA9yCd7KNxV24ncOFE2pXEn3VlF/mkKVnpYaD0SoVVPjNfXxs3/rV1mJt4c5EymmaGSTH8eZ9w1iTs+JDdiihLDR7bARDHr3yVDrDAx9igbgaKSfiSJEFhGeRBjwfgoojHOuCnyQMe3daNiKBRV8woPMz5mLG5vb7K9vNc/wRHTiTylUZEfnZ0cF/nuOkSwU1TB/e7B8Qyzv4l2IKxPmwX89n4bFq676ja7WJpEUhdtbDWrgkNFqbyVQPh2r7NVlbTXoV/T7PCM3ko8tIFCv2a1m6mU/0M6vnfQ2a1O9T3YrFnvD5mxmtPDHTvV91tl1kbvYXVjPY9KEKHNFkJbLeS1a+AJjVgmZlAPwlaZNfSYXQ/NLLluqWkW9Z3bqywp2LJf0bCvBtXfyN3i3FtDnTX03lve3i7fzwJ4DZrgDUBgA2yDI9AFPUDAZ/AFfAXfnO/OT+eX83uKzs+VmpegEs6fvyqVW3g=</latexit>

K R

<latexit sha1_base64="SUHV0kxZrDQjnvX8eXBJ6DfgvVA=">AAAEUXicbZNNb9owGMddYFuX7qXdjrtEVJV2QJUdCNBb1/cDSKwqpVJBleM4YNVxItvphqJ8lH2aXbfTTvsou81AOpF0jh7p0fP8/o//sWUv5kxpCH9vVKq1Z89fbL60tl69fvN2e+fdtYoSSeiQRDySNx5WlDNBh5ppTm9iSXHocTry7o8X/dEDlYpF4krPYzoJ8VSwgBGsTeluuzMmVGgqmZha1t54OTB9YBGnOrOsgHHTo75lXWI/EpalJRYqiGR4t70L9+Fy2U8TlCe7IF+Du51qZexHJAnNdoRjpW4RjPUkxVIzwmlmjRNFY0zu8ZTemlTgkKpJujSU2Xum4ttmYxNC28vquiL9ugILNRwqNQ89ow6xnqlyb1H8X+820UF3kjIRJ5oKsto8SLitI3txhLbPJCWaz02CiWTGv01mWGJizspMklTQLyQKQyz8dBzgkPG5TwOccJ2lYxU85lbBkBcWzUs8S/iCMbi529XFDEd97DMViUvqZ+nFVb+XpcctiGA7K4Kng7PeGnPaRUcQlqetA27ztAkz296z6wMsdCSojToH9aLgXFIqHiUQfjppHxQlzRZ0S5ojntBHiYM6yHNLVgeJjPk/pO06Z+3j4lTXgfWS9dGMaaO5PD8yU123kUdp9AmW98bzPAcR6jYQOmggp1kC+9RnSbiGOhA28iihPTad6XWyZahVZOU/N1eZU7BhvswyrwaV38jT5NrZR+199NnZPezm72cTfAB18BEg0AGH4AIMwBAQ8A18Bz/Az+qv6p8aqFVWaGUj17wHhVXb+gvHkmPE</latexit>

filtered
Radon

transform

<latexit sha1_base64="xqNJrZzx9yNj8EscWGdhzII5qi4=">AAAEW3icbZPfTtswFMYN7TaWsQGbdrWbqIC0i4rZKS3ljv9wAVKHKEUiFXKck9bCcSrHgVVRnmdPs9tNu9i7zG3D1IQ5OtLR8e87/mLreCPBY43x74XFSvXFy1dLr603y2/frayuvb+Oo0Qx6LJIROrGozEILqGruRZwM1JAQ09Az7s/nOz3HkDFPJJXejyCfkgHkgecUW1Kd6v7LgOpQXE5sCx32i994JEAnVnWhuuD0HTDptoGyoaWJSFRkbSsR+CDof7icRrfra7jLTxd9vOE5Mk6ylfnbq2y6PoRS0JzMBM0jm8JHul+SpXmTEBmuUkMI8ru6QBuTSppCHE/nXrL7E1T8e0gUiaktqfVeUX6bQYWajSM43HoGXVI9TAu702K/9u7TXTQ7qdcjhINks0ODxJh68ieXKbtcwVMi7FJKFPc+LfZkCrKzI2aTgokPLIoDKn0UzegIRdjHwKaCJ2lbhw85VbBkBcWzSs6TMSEMbh55dkbdXsX1OdxJC/Bz9Kzq4vzLD3cxgS3siJ43Dk5n2OO2+QA43K3eaDZOG7gzLY37VqHSh1JsMnObq0oOFUA8kmC8f5Ra7coaWzjZklzIBJ4kjhkh3jNktVOokbiH9JqOietw2LXpoNrJeu9IddGc3l6YLo2m/U8Sq2PqLo3nsc5SEi7TshunTiNEngBPk/COdTBuJ5HCT2fjMA8uW2oWWTlPzdPmVO4br7MMlNDyjPyPLl2tkhri3x11vfa+fwsoU+ohj4jgnbQHjpDHdRFDH1HP9BP9Kvyp1qpWtXlGbq4kGs+oMKqfvwLEHpmJg==</latexit>

� at each
neuron

weight/bias

<latexit sha1_base64="N82jQPJQnAHvNFjTG+FbprEHW8o=">AAAETXicbZPPT9swFMcNZYNlv2A77mKVIu1QITulpezE+H0AqUOUIpGqchyHWnWcyHFgVcgfsr9m1+208/6Q3aZpbhumJuxFT3p67/N9ec+W3UjwWCP0c2GxsvTk6fLKM+v5i5evXq+uvbmMw0RR1qWhCNWVS2ImuGRdzbVgV5FiJHAF67mj/Um9d8tUzEN5occR6wfkRnKfU6JNarDasKYJnXgMhr5lMUKHsOZ4TGhS+wBrt4MRdO6dW0bTu2wwcu4Hdm2wuo420dTg4wDnwTrIrTNYqyw6XkiTgElNBYnja4wi3U+J0pwKlllOErOI0BG5YdcmlCRgcT+dbpfBDZPxoB8q41LDaXZekX6egYUcCeJ4HLhGHRA9jMu1SfJ/tetE++1+ymWUaCbp7Od+IqAO4eT4oMcVo1qMTUCo4mZ+SIdEEarNIVuOYpLd0TAIiPRSxycBF2OP+SQROkud2H+IrcJAblAcXpFhIiaMwc29TtdLu70z4vE4lOfMy9KTi7PTLN3fQhi1siJ42Dk6nWMO23gPoXK3eaDZOGygDMINWO0QqUPJIN7eqRYFx4ox+SBB6ONBa6coaWyhZkmzJxL2ILHxNnabpVE7iYrEP6TVtI9a+8WuTRtVS6P3hlwbzfnxnunabNZzL7U+IGpkZh7nIMbtOsY7dWw3SuAZ83gSzKE2QvXcS+gpvxnqeXLLUDPPypubq8wpVDdfZplXg8tv5HFwaW/i1ib+ZK/vtvP3swLegSp4DzDYBrvgBHRAF1DwBXwF38D3yo/Kr8rvyp8ZuriQa96Cgi0t/wX2UWMr</latexit>

magnitude of
each �: vkkwkk2

<latexit sha1_base64="HimauWyHGVSKxGQv0G94lk8dt0Y=">AAAEM3icbZNLa9tAEMc3UR+p+kraS6GXxSHQgwm7suU4tzTvgwNuiONAbMJqtbIXr1ZitWpqhPppem1v/TClt9Jrv0PXtlIspSMGhpnffzSzy3qx4IlG6MfKqvXg4aPHa0/sp8+ev3i5vvHqMolSRVmPRiJSVx5JmOCS9TTXgl3FipHQE6zvTQ5m9f5HphIeyQs9jdkwJCPJA06JNqmb9TcDyqRmisuRbZ+zTg9Kpm8jNblZ30TbaG7wfoCLYBMU1r3ZsKyBH9E0NP2oIElyjVGshxlRmlPBcnuQJiwmdEJG7NqEkoQsGWbzFXK4ZTI+DCJlXGo4zy4rsk8LsJQjYZJMQ8+oQ6LHSbU2S/6vdp3qoD3MuIxTzSRd/DxIBdQRnJ0R9LliVIupCQhV3MwP6ZgoQs1BmU6KSXZLozAk0s8GAQm5mPosIKnQeTZIgrvYLg3khbm9tZxQZJyKGWR4c3vz/bJe/4z4PInkOfPz7PTirJNnB02EUSsvg0fd484Sc9TG+whVuy0DbuOogXIIt2CtS6SOJIN4Z7dWFpwoxuSdBKH3h63dsqTRRG5Fsy9Sdidx8A723Mqo3VTF4h/Scp3j1kG5q+ugWmX0/phrozk/2TddXbdeeKX1IVETM/O0ADFu1zHerWOnUQHPmM/TcAl1EKoXXkE7fDTWy2TTUAvPq5ubqywoVDdfbptng6uP5H5w6Wzj1rb7wdncaxcPaA28BTXwDmCwA/bAKeiCHqDgM/gCvoJv1nfrp/XL+r1AV1cKzWtQMuvPX7f9WrY=</latexit>

ReLU network

path-norm(fθ) =

K∑

k=1

|vk|∥wk∥2 = ∥KR ∆fθ∥M
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Functions of Radon Bounded Variation

<latexit sha1_base64="Sux+jxxBZY/3do+qTT1wQLUlNcY=">AAAEcnicbVNdT9swFDXQbaz7gu1te/EKSEzqkJ2SAntifEujUldRikS6ynUcauE4wXG2VSF/ce/7GxOvm+aGMDVhjq50dO4519d27jAUPNII/ZyZnas8ePho/nH1ydNnz18sLL48jYJYUdalgQjU2ZBETHDJupprwc5CxYg/FKw3vNy d5HtfmYp4IE/0OGR9n1xI7nFKtKEGC6MOcQP53g18wiVcdk5Ov1jLHwzwiR5FVCWdFGbkqvcOOpP9JLu6gs51JlB+8snk6wX1HhOaQM+5HmQ0JSJppcuDhSW0hrIF7wOcgyWQr/ZgcfaX4wY09pnUVJAoOsco1P2EKM2pYGnViSMWEnpJLti5gZL4LOon2ZWkcMUwLvQCZUJqmLHTjuT7rbDAET+Kxv7QuLPzlHMT8n+581h7m/2EyzDWTNLbzb1YQB3AyZ1DlytGtRgbQKjipn9IR0QRqs3LVB3FJPtGA98n0k0cj/hcjF3mkVjoNHEi7w5Xq46B5qGz1pNur0VcHgWyw9w0OTppHafJ7jrCqJkWhfvtg+Mpzf4m3kGoXG1aYDf2GyiFcAXW2kRq8+QQb2zVioZDxZi8syD0ca+5VbQ01pFd8uyImN1ZLLyBh3ap1XasQvFP0rStg+ZusaptoVqp9d6Ia+PpHO6YqrZdz6NUeo+oS9PzOBdivFnHeKuOrUZJ2GIuj/0pqYVQPY+S9JhfjPS0ct2obiMtn9z8K7kK1c03uf+p30uRUSzSqpkSXJ6J++DUWsPNNfzZWtrezudlHrwBNbAKMNgA2+AItEEXUPAD3IDf4M/cTeV15W0lH67ZmdzzChRWpf4X58twdQ==</latexit>

Radon-domain TV2: R TV2(f) := kK R�fkM

<latexit sha1_base64="vGIoleN5xijbA85ECG+788a7uQo=">AAAEenicbZNdb9MwFIa9rcAIXxtccmN1mwSimux+rbsb+5bYpDKt66SlKq5z0lpznMpxBlWUv8d/4D9wC1dc4LYZajIcHen4+HlPXjvxYCxFZAj5sbS8Unr0+MnqU+fZ8xcvX62tv76Kwlhz6PBQhvp6wCKQQkHHCCPheqyBBQMJ3cHtwXS9ewc6EqG6NJMx9AI2VMIXnBlb6q99cWc9kjsRSjCp47gclAEt1NBxTGiYxHdMixntOKGPzQhwACyKNTjOphswM9JB8inFbmU2ibhOLuzsEKRh2N/sr22QbTIb+GFCs2QDZaPdX19Zdr2Qx4H1wSWLohtKxqaXMG0El5A6bhzBmPFbNoQbmyoWQNRLZttI8ZateNgPtQ1l8Ky6qEi+zcFcjQVRNAkGVj3bQXFtWvzf2k1s/FYvEWocG1B8/nI/ltiEeHrW2BMauJETmzCuhfWP+Yhpxu0B204aFHzlYRAw5SWuzwIhJx74LJYmTdzIv8+dnKFBkDev2SiWU8bi9ieYf85O95x5IgrVBXhpcnp5fpYmB3VCSTPNg0ft47MF5qhF9wkpdlsEGrWjGkkx3sLlNlMmVIDpzm45LzjRAOpeQsjHw+ZuXlKrk0ZBsy9juJdU6Q4dNApW27Eey39Is1E9bh7kuzaqpFyw3h0JYzUXJ/u2a6NRyaLQ+pDpW+t5koGUtiqU7lZotVYAz8ETcbCAVgmpZFFAz8RwZBbJuqXmkRZ3bj9lRpGKfVLH3hpavCMPk6vqNm1u08/Vjb1Wdn9W0VtURu8QRTtoD52iNuogjr6jn+gX+r3yp1QuvS99mKPLS5nmDcqNUv0v6CBzEA==</latexit>

total variation
of the measure

K R�f

<latexit sha1_base64="73Lzjscx3FjZxTw0CQywV3rkurA=">AAAEZnicbVPdTtswFDbQbazb+Nk07WI3VgFpFxWyU1rgAonxf1GkDlGKRErlOg616jiR7WxEUV5ub7E34HY8wdw2oDbsREf6fM73HZ8c2/1IcG0Q+jM3v1B69frN4tvyu/cflpZXVj9e6TBWlLVpKEJ13SeaCS5Z23Aj2HWkGAn6gnX6w8NRvvOTKc1DeWmSiHUDcie5zykxNtRbcdddj+tIkESbRDD3iAlD4B50dRz00uEezm496PqK0NSNiDKciFsne8bwvje0aytYh01iy1BOJAwjpogJVW9lDW2iscGXAOdgDeTW6q3OP7peSOOASUMF0foGo8h009FmVLCs7MaaRYQOyR27sVCSgOluOh5DBjdsxIN+qKxLA8fRaUV6PyHOxEigdRL0rTogZqCLuVHwf7mb2Pg73ZTLKDZM0snmfiygCeFoztDjilEjEgsIVdz2D+mA2DkaexplVzHJftEwCIj0UtcnAReJx3wSC2Onq/0nXC67FtrDHbeetjvnxJ5XKC+Yl6Vnl+fNLD3cQhg1slniceukOcU53sEHCBWrTRPqteMayiDcgJUWkSaUDOLt3cqs4FQxJp8kCH0/auzOSmpbqF7QHIiYPUkcvI379UKrrVhF4pnSqDsnjcPZqnUHVQqtdwbcWM3F6YGtWq9Xcy+UPiJqaHtOciLGO1WMd6vYqRWI58zjcTBFdRCq5l6gNvndwEwztyxr4lnxz+1dyVmoar/R/KeulyKDWGRl+0pw8U28BFfOJm5s4h/O2v5+/l4WwVdQAd8ABttgH5yBFmgDCn6DB/AXPC48lJZKn0tfJtT5uVzzCcxYCf4Dgmps3g==</latexit>

� =

dX

k=1

@2

@x2
k

= Laplacian operator

<latexit sha1_base64="dLdwcA8/GvN4UIxX+fENevqrtu8=">AAAEf3icbVNdT9swFE1Zt7FsfG2Pe7EKaHuoKrulhb7xDQ8gdYhSJNohx7lpLRInsh1GFeWH7mV/YX9hThtQE+boSlfnnnN9bOc6kc+Vxvh3ZelN9e2798sf7I+fVlbX1jc+36gwlgz6LPRDeetQBT4X0Ndc+3AbSaCB48PAeTjK6oNHkIqH4lpPIxgFdCy4xxnVBrpffxoyEBokF2PbPjBMOgYUAFWxBBR6aKjhSTteoiJqmuhpmoEKWChc23aN7tE0egSFqB+KMQLKJi8al0tg2TYp4gJtDQOqJ46TXKU/3a3G/fombuDZQq8TkiebVr569xtLf4duyOLA+GU+VeqO4EiPEio1Zz6k9jBWEFH2YE5wZ1JBA1CjZHZFKdo2iIu8UJoQGs3QRUXyNCcWMBooNQ0co86sq3ItA/9Xu4u1tzdKuIhiDYLNN/diH+kQZW+A5hfjT01CmeTGP2ITKikzD2E6SRDwi4VBQIWbDD0acH/qgkdjX6fJUHnPuV0w5AQZYGrmT5idJekPLqnLVSiuwE2T8+vLizQ52sEEd9Ii8aR3erHAOdkjhxiXuy0S2q2TFk4R2ka1HhU6FIDIbrdWFJxJAPEswfjguNMtSlo7uF3SHPoxPEuaZJc47ZLVXiwj/4XSaTdPO0fFru0mrpWsDyZcG83V2aHp2m7X8yi1PqbywXie5kRC9uqEdOuk2SoRL8HlcbBAbWJcz6NEveDjiV5k7hjWPNLyyc075ixcN19qmxEh5YF4ndw0G6TTID+am/v7+bAsW1+tmvXdItautW+dWz2rbzHrT6VaWamsVivVb9VGFc+pS5Vc88UqrGr3H/Pgc2M=</latexit>

Average measure of sparsity of second
derivatives along each direction in Rd.

<latexit sha1_base64="bMbYziCUHoU/mqulEXn+V3C+7h4=">AAAEa3icbZNdT9swFIYNdBvrvmDcbbuwSpGYVFV2SgtIu2Dl8wKkrqJ0EinIdRxi4TiR7YxVUX7ffsN+BDe72G7ntmFqwxwd6dXx854cfw1jwbVB6OfC4lLpydNny8/LL16+ev1mZfXthY4SRVmPRiJSX4dEM8El6xluBPsaK0bCoWD94e3+eL7/jSnNI3luRjEbhORGcp9TYmzqeoVU3ZCYQFOVdjPoti+unCrkGpqAQR0TymDkQyIE9BNJxxYNIwmrbvfKq8I7bgI4X+DcFtj0P8JP0OXSN6Nq/XplHdXRZMDHAudiHeSjc726+Mv1IpqETBoqiNaXGMVmkBJlOBUsK7uJZra1W3LDLq2UJGR6kE72IoMbNuNBP1I2pIGT7Kwj/T4F53Ik1HoUDq17spbi3Dj5v7nLxPg7g5TLODFM0unP/URAE8HxZkOPK0aNGFlBqOK2f0gDogg19kjKrmKS3dEoDIn0UtcnIRcjj/kkESZLXe0/6HLZtdKe8KT1tNc/Ix7XkewyL0tPzs9Os3R/C2HUyubBw87R6QxzuIPbCBWrzQLNxmEDZRBuwEqHSBNJBvH2bmXecKwYkw8WhD4ftHbnLY0t1Cx42iJhDxYHb+Nhs9BqJ1Gx+Ie0ms5Ra3++atNBlULr/YAb6+ket23VZrOWR6H0AVG3tudRDmK8U8N4t4adRgE8Yx5PwhnUQaiWRwE95TeBmSW3LDWNrLhye1dyCtXsN97/meulSJCIrGxfCS6+icfiwqnjVh1/cdb39vL3sgzegwrYBBhsgz1wAjqgByj4Ae7Bb/Bn6b60VnpX+jBFFxdyzxqYG6WNv4Wpa7c=</latexit>

R BV2 is the space of all functions on Rd with R TV2(f) < 1.

<latexit sha1_base64="fFK1iJDAoBSumEFM+aWrid7/cbU=">AAAEC3icbZNNb9MwGMe9lZdRXrYBNy6m0yQO1WSnS9vdRrtuPWxSmdZ10lpNjuOs1hwnsh2gRPkIfAeucOWGuPIhOPFV8NoUtRmOHumvx7//4ydOHi8WXBuEfq+slu7df/Bw7VH58ZOnz9Y3Np+f6yhRlPVpJCJ14RHNBJesb7gR7CJWjISeYAPvpn27P3jPlOaRPDOTmI1Cci15wCkxNnW18bJFJKHjKpSRgV0uPKbM66uNLbSDpgveFTgXWyBfvavN1T9DP6JJyKShgmh9iVFsRilRhlPBsvIw0Swm9IZcs0srJQmZHqXT9jO4bTM+DCJlQxo4zS460o8zcClHQq0noWfdITFjXdy7Tf5v7zIxQXOUchknhkk6OzxIBDQRvL0f6HPFqBETKwhV3PYP6ZgoQo29xfJQMck+0CgMifTTYUBCLiY+C0giTJYOdTDX5fLQSvtRpq2n/cEJ8bmO5Cnzs7R7dnKcpe1dhFE9WwY7vcPjBabTxC2EitUWAbfWqaEMwm1Y6RFpIskgbuxVlg1HijE5tyD09qC+t2yp7SK34GmJhM0tDm5gzy202ktULP4hddc5rLeXq7oOqhRaH4y5sZ7To5at6rrVPAqlD4i6sT1PchDjZhXjvSp2agXwhPk8CRdQB6FqHgX0mF+PzSK5a6lZZMU3t/9KTqGqfez925HAxQG4K86dHVzfcd85W/v7+XCsgVegAt4ADBpgH3RBD/QBBZ/AF/AVfCt9Ln0v/Sj9nKGrK7nnBVhapV9/AakWSvM=</latexit>

Banach, not Hilbert!

<latexit sha1_base64="uSqkTSWy8MOFrmUeXVTGMdTxKQc=">AAAEP3icbZPdTtswFMcN3QfrPoDtcjdWAWkXFbJTUuBiEuNbGkhdRSkSqZDrONTCdiLb2VZFeZI9DbfbE+wJdjdNu9vd3DZMbZijI/1z/PufHDt2PxHcWIS+z81XHjx89HjhSfXps+cvFpeWX56bONWUdWgsYn3RJ4YJrljHcivYRaIZkX3Buv2bvdF89yPThsfqzA4T1pPkWvGIU2Jd6mrJXw0ksQMts/c5DOrjF0N11s5X4VsYcWGZZiFskzBW0GqiTBRrebW0gtbReMD7AhdiBRSjdbU8/zsIY5pKpiwVxJhLjBLby4i2nAqWV4PUsITQG3LNLp1URDLTy8bry+Gay4TQfdiFsnCcnXZknyfgTI5IY4ay79zjNZXnRsn/zV2mNtrqZVwlqWWKTj4epQLaGI42EIZcM2rF0AlCNXf9QzogmlC3U66SZop9orGURIVZEBHJxTBkEUmFzbPARHe6Wg2cdH9t3HrW6Z6SkJtYtVmYZ8dnpyd5treBMGrms+BB6/BkijnYwrsIlatNA37joIFyCNdgrUWUjRWDeHO7Nms40oypOwtC7/ab27OWxgbyS55dkbI7i4c3cd8vtdpKdSL+IU3fO2zuzVb1PVQrtd4dcOs87aNdV9X360WUSu8TfeN6HhYgxlt1jLfr2GuUwFMW8lROoR5C9SJK6Am/HthpcsNRk8jLK3dnpaBQ3T2j/Z86XpoMUpFX3S3B5TtxX5x767i5jj94Kzs7xX1ZAK9BDbwBGGyCHXAMWqADKPgCbsFX8K1yW/lR+Vn5NUHn5wrPKzAzKn/+Ah2QYOU=</latexit>

K R = filtered Radon transform
<latexit sha1_base64="oODqq2YQL+/6IziisnOxPDqlNvg=">AAAEZnicdZPfbtMwFMa9rcAIMDYQ4oIbq9ukIZXKTpuuuxv7L7FJZVpXpKZMruO21hwncpyNKsvD8Rg8AVyCeAHcNh1tBI6OcvT5950c23E3FDzSCH1bWFwqPHj4aPmx9eTps5Xnq2svLqMgVpQ1aSAC9alLIia4ZE3NtWCfQsWI3xWs1b3eH823bpiKeCAv9DBkHZ/0Je9xSrSRrlbb7rhGcsMDwXRqWRvuLffYgOjE9YkeKD/5kMJ+uuUGPuuTt9ANVRDqAN5NhLvPifcOp/De9RfduFpdR2UHmWFDVB69qw7MFAfisYLQOshG42pt8bfrBTT2mdRUkChqYxTqTkKU5lSw1HLjiIWEXpM+a5tUEp9FnWS8ghRuGsWDvUCZkBqO1VlH8mUCzmnEj6Kh3zXu0Wqj/NxI/NdcO9a9eifhMow1k3Ty8V4soNmZ0TZDjytGtRiahFDFTf+QDogiVJvDsFzFJLulge8T6SVuj/hcDD3WI7HQaeJGvWluWa5JzdlOTqnZOiMejwJ5zrw0Obk4O02T/SrCqJbOg4eNo9MZ5rCO9xDKV5sFnMphBaUQbsJig0gdSAbx9k5x3nCsGJNTC0LvD2o785ZKFTk5z56I2dRi423cdXKtNmIVinuk5thHtf35qo6NirnWWwOujef8eM9UdZxSFrnSB0Rdm56HGYhxvYTxTgnblRx4xjwe+zOojVApixx6yvsDPUtWDTWJNL9y869kFCqZx+z/5uz/pcggFqllrsn0LsD/J5d2GdfKtY/2+m49uzDL4A0ogi2AwTbYBSegAZqAgq/gO/gJfi39KKwUXhVeT9DFhczzEsyNAvwD3SBtSA==</latexit>

cKg(!) / |!|d�1bg(!)

R BV2 provides an analytic description of the ReLU variation space.
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Representer Theorem

<latexit sha1_base64="WJ6bg7TBgz4PulDmXQqBrj8MuAg=">AAAFBXicdVPdbtMwFE5HgRH+NrjkxupWaRPV5GRLtyINjf1LdKiM/UlzF7mJs1qznRI7sCrLNRfcwmNwh7jlOXgJXgHcNh1tgGMd6eic7zv+jnzc6jAqFYQ/ChM3ijdv3Z68Y969d//Bw6npR0cyjCOPHHohC6OTFpaEUUEOFVWMnHQignmLkePWxUavfvyORJKG4kB1O6TJ8bmgAfWw0il36ld5FvlUdhjuStVlBHEq3CQAiAqAOFZtD7NkN00BegaQjLmbiFUrPXv1p1hP57quqIBgDrV4cpm6Yn4ePAWIaRE+BugqQFfuSKszuwLQ2xj715DnAFZmTVO1sQLY51RJgEFE9BySCNUXCsIAqDYBQRhx0yyjU7MMtAWDxhFP9l/uvkkzBfNgdVwrdgW4yIr68qFM3afpTs3AhdqyY9eq4O/AWoB9mzEya7jTEz+RH3ox19I8hqU8tWBHNRMcKeoxkpoolqSDvQt8Tk51KDAnspn0XyoFZZ3xe1NoFwr0s6OM5HIAHMthLmWXtzS7N6zM13rJf9VOYxWsNBMqOrEiwhtcHsQMqBD0VgH4NCKeYl0dYC+iWj/w2jjCntILY6KICPLeCznHwk9QgDllXZ8EOGYqTZAMhvGYnhZPTRPpkt7H/ijJ4fEe1hsWin3ip8nuwV49TTaWoAWr6Thwq7FdH8FsrVjrEOa7jQKcxa1FmAJQBqUGFioUBFjLtdI4YSciRAwpEL7YrNbGKYtL0Mlx1llMhhTbWrZaTk5qI4467BpSdezt6sZ4V8eGpZz04zZVmrO/s667Ok4l81zrTRxdaM3dDGhZKxXLqlUsezEH3CM+jfkI1IawknkOWqfnbTWKXNKogaf5yfU7ZihY0Sc19Q8ZfgPw/+DIXrCqC85re2ZtLfsrk8YTo2TMGZaxbKwZu0bDODS8Ail8LHwqfC5+KH4pfi1+G0AnChnnsTFmxe+/Af8go0o=</latexit>

that admits a representation of the form

<latexit sha1_base64="phP1cVjTq/PQQo0e8BgYnbaVcmc=">AAAEMHicdZPLbtNAFIanDZdiLm1hyWaaqhKLKBo7tVOzKul10VahappKTVRN7ONmlPHYGo8pkeV34Rl4CLawhA2ILU/B5IYSA2Md6ejM9/9zPJdezFmiCPm2tFy6d//Bw5VHxuMnT5+trq0/v0yiVHrQ8iIeyaseTYAzAS3FFIerWAINexzavcHeaL79DmTCInGhhjF0Q3orWMA8qnTpZu11Z+yRtftMwYbrbjQ49Qa5YZxBKinHZ6DuIjnA56BtExAKJL7oQyQhvFnbJFW3bluug/9OzCoZj000Hc2b9eXvHT/y0lDbeJwmybVJYtXNqFTM45AbnTSBWC9Pb+Fap4KGkHSzcYM53tIVHweR1CEUHlfnFdn7CbhQo2GSDMOeVodU9ZPi3Kj4r7nrVAU73YyJOFUgvMniQcqxivBoF7HPJHiKD3VCPcl0/9jrU0k9vT/aSYKAOy8KQyr8rBPQkPGhDwFNucqzThLMcsPo6FQf3eQQWu1T6rMkEufg59nxxelJnu1tE5M4+SJ40Dw8mWMOdswGIUW3ecCuHdRIjvEWLjepUJEAbNbd8qLgSAKImYSQN/uOuyipbRO7oGnwFGYSy6ybPbvQajOVMf+DOLZ16OwtutoWKRdaH9/GPDs/amhX265Mo2C9T+VA9zycgqa5UzFNt2JatQJ4Cj5LwznUIqQyjQJ6wm77ap7c1tQk8uKfjx7KhCIV/eWGfhGza4//n1xaVdOpOm+tzd3d6dtYQS9RGb1CJqqjXXSMmqiFPPQBfUKf0ZfSx9LX0o/Szwm6vDTVvEALo/TrN87wWxo=</latexit>

Neural Network Representer Theorem
<latexit sha1_base64="nddPCMF6/rmUm67zoz/+XmtkyX8=">AAAEtXicdZNbT9swFMdT6DaWbQy2h03ixSoggRRVTkpb+jCJcX8oUocoRSJd5TgOtepLFTuDKsrLvuW+wT7G3Btqs82RlZPj3//4HJ84GDKqNIS/CiurxRcvX629tt+8fbf+fmPzw62SSYxJG0sm47sAKcKoIG1NNSN3w5ggHjDSCQYn4/XODxIrKsWNHg1Jl6MHQSOKkTau3sbPcxkDJEYgRBoBRTTY8dM9P+DpU9ajDhj16L6f9VL6xc2+ix2DhoDJRxIbllMshaYikYkyMo50HyOWNrM9P0w4Hzlg+t7fcWxb90lMAHkyJSlgdpIsGWcAtOxtbMNyo171GjXwt+GW4WRsW7PR6m2ubvmhxAknQmOGlLp34VB3UxRrihnJbD9RZIjwAD2Qe2MKxInqppPDysCu8YQgMmVHJnsw8S4q0qcpuORDXKkRD4x6XKXKr42d/1q7T3R02E2pGCaaCDzdPEqYqRqMuwFCGhOsmTl+inBMTf4A91GMsDY9s/2YCPKIJefm2FM/QpyyUUgilDCdpb6K5vZSPgE334u6SRMMzwckFi5PfBxK/fyV2bZv4pj/Z1J32u5coZAqKa5JmKWXN1fNLD05gC6sZcvgWeu8ucCcHbrHEOajLQLVylkFZgDsglILCS0FAW69UVoWXMSEiLkEwq+ntcaypHIAqznNMUvIXOK5dTeo5lJtJfGQPSO1qndeO1mOWvVgKZd6p0+10VxfHJuo1aozm7nQpygemJxHM9B1Dx3XbTiuV8mBVySkCV9APQid2cyhTfrQ14vkgaGmM8tXbpo+o6Bjnsw212l+Z8D/jVuv7NbKtW/e9tHR7GKtWVtWydqzXKtuHVmXVstqW9j6XVgvfCp8LtaL3WJYjKboSmGm+WgtjaL8Ay4WiDA=</latexit>

For any data set {(xi, yi)}n
i=1 and lower semicontinuous L(·, ·),

there exists a solution to
<latexit sha1_base64="yroHeBQ3UpLDshq5dER0q3BZdz0=">AAAFU3icdVPfb9s2EJbTZGu1dUu3x74QCQLEmBFQSuzEA1qkTtIGaLJ5WX4UCF2BlqiYiEh5JNXWIPjY1+6v20P/lGIvPdtKYWkdhQNOd99395E8DscZ1wbjj42le8sr33x7/4H/3fcPf/hx9dFPlzovVMwu4jzL1ash1Szjkl0YbjL2aqwYFcOMXQ1vD6b5qzdMaZ7LczMZs4GgN5KnPKYGQtHqJ3LtE8FlZFNEuEREUDPSsbJnjvQuX4cOkV8R0YWILH8SuNclIqaZPXGbk4i3ULpJhsK+cxFvNtEviGTQPaGItCrFzqHYZtqE4F8FTb6gniLc8snA9zdoIrjRiCLFYAeaSTOTiPIUmRFDaa4EoEDuBoKVRrPiStizl8d/ulJCEz0pxcqp2N8QjSS6LZPQeq5TNqHOIFpdx1vd3XbY7aD/OsEWnq11r1z96NG9HknyuBAgLc6o1tcBHpuBpcrwOGPOJ4VmYxrf0ht2Da6kgumBnd2RQxsQSaa7AJMGzaKLDPtuDqzEqNB6IobAnp1kPTcNfi13XZh0b2C5HBeGyXjePC0yZHI0HQKUcMVik03AobHioB/FI6pobGBUfKKYZG/jXAgqE0tSKng2SVhKi8w4S3R651f0DEX1f3Y9OtXO9xE5ZHBiip1C7PcxU9TkysJIOAvmfz3bgyyY7xNoB9M9Ox57cXVKE65zecYSZ4/PT0+cPdjBAe64KvCo//xkAXO0F/QwrldbBLS3j7axQ2gDrfWpNLlkKNjtrlUJLxRj8o6C8bPDTrdK2d7B7RqnlxXsjhIGu8GwXZPaL9Q4+wLptMPnnYNq1XaI12rSr0bcAOfsRQ+qttut0mqlD6m6Bc2TEhgEe60g6LaCcLsGPGUJL8QCNMS4VVoNesJvRmYRuQOoubn6zmEWShRuwed8eHV3Twv9v3MZbgWdrc4f4fr+fvn+7nuPvTVv0wu8XW/fO/b63oUXN6LG+8aHxt/L/yz/u7K0sjyHLjVKzs9eZa08/Az68by5</latexit>

min
f→R BV2

n∑

i=1

L(yi, f(xi)) + ωR TV2(f), ω > 0,

<latexit sha1_base64="iz6Q0P/BbY3OVcf9cpxQeHfyUso=">AAAFO3icdZPPb9s2FMflzNs67VezHXd5SBogQTyDUmInHtoiTZo2QJ3BC+KmQOgIlETFhEnKFam2hsq/ZH/LDrtuf8HOuw3DbruPtuXOVjcKBB7e+3yfvg8kwzFnSiP0W23tg/qHH3185xP3088+/+LLu+tfPVdpnkW0H6U8zV6ERFHOJO1rpjl9Mc4oESGnV+HoZFq/ekUzxVJ5qSdjOhDkVrKERUTbVLBe29+6h2OmxpxMlJ5wigWTQZEAZhKwIHoYEV6cGQP4O8AqF0EhH3jm5vt/i12zPQlkA5JtHIrijQnkzg7sAubWRUwAv03w22Cp1Y3fAPwyJ/E75CGgxj3X3SKxYFoBgYzaIRSVeuYS0gT0kEKSZsJ18bWbzNtlorig3b4p/7sDD0qHo6nDZ/AqGMGs9toEo5uZRCXFpZnj8C2EwWgn2J16nUPofWjXQmjh9xncB9l08SC4u4manYOW32nD+4HXRLO16ZSrF6yv/YXjNMqFnSniRKlrD431oCCZZhGnxsW5omMSjcgtvbahJIKqQTE7XwNbNhNPx7dbaphllxXFmzm4kiNCqYkIrXo2U7U2Tf5X7TrXyeGgYHKcayqj+c+TnINOYXqBIGYZjTSf2IBEGbP+IRqSjETaXjMXZ1TS11EqBJFxgRMiGJ/ENCE516bAKlnEK35CYezB2pK9xbNRiv7VObHXMpUXNDbF2eV51xQn+8hDbbMKnvaedJeY00PvGKFqt2WgtXe6hwzAFmz0iNSppOAddDZWBU8zSuVCgtCjx+3OqmRvH7UqmmOe04XE9w68sFWx2suzMX+HtFv+k/bJateWjzYq1q+GTFvNxdNj27XVapS70voxyUbW86QEPe+w4XmdhufvVcBzGrNcLKE+Qo1yV9Auux3qZXLfUvNtqpPbcywp1LCfce0LWTwD+P/gud/02s32D/7m0VH5Vu443zgbzrbjOQfOkXPm9Jy+E9V+rP1c+6X2a/2n+u/1P+p/ztG1Wqn52llZ9b//AUGGt9Q=</latexit>

fReLU(x) =
K∑

k=1

vk(wT
k x → bk)+ + wT

0 x + b0, K < n.

<latexit sha1_base64="38jpo8Az/gFjp7kmD4dsJLGh7fQ=">AAAEtnicbZNtT9swEMdT1m0se4JNe7U3VgEJpAo5hZSivWGFAtJg6hAPkyhDjnNprSZOZjuDLspn2ufZp9hX2JWGqQ1zZOl0/v3Pd76cl4RCG0p/V+YeVR8/eTr/zH7+4uWr1wuLb851nCoOZzwOY/XVYxpCIeHMCBPC10QBi7wQLrzh7vj84gcoLWJ5akYJXEWsL0UgODPoul74tdLjIA0oIfu2faqYkGgRRnoGbo0XZDoNkBbIhCOSMMUiGNM/wc9tW0KqWEgkmJtYDcnq8ifS68N38nl5jdwIMyA3IPoDY9s+cDYiqybGyP0w9lAU4U0RxlFrRGh06zhMxznZNlJmAKTNJOMDohPGgSQqxpKi9euFJbpO7xZ5aDiFsWQVq3u9OPen58c8jbACHjKtLx2amKuMKSN4CLndSzXgFUPWh0s0JRaor7K7l83JCnp8EsQKtzTkzjutyG4n4IyPRVqPIg/VETMDXT4bO/93dpmaoHWVCZmkBiSfXB6kIRm/B7aO+EIBH7fBF4wrgfkTPsCOcGwIRlIg4YbHUcSkn/UCFolw5EPA0tDkWU8H97Y9k5AXjR14hj/QXS3Z2cUx84WO5Qn2ODs8PT7Ks91N6tBmPgt2uvtHU0yn5bQpLUebBtyNzgbNCVkhtS6TJpZAnK3t2qzgQAHIewmlH/ea27OSjU3qljTtMIV7ScPZcjy3lGo3VUn4D2m6jf3m7mxUt0FrpdQvBsKg5uSgjVFdt17sUug9poaY86gAHadVd5ztutPYKIHH4Is0mkIblNaLXUKPxlMzTW4iNdl5uXLsY0HROn65jSPilAfioXHeWHea6+6XxtLOTjEs89Z7q2atWo61Ze1Yh1bXOrN45V3lQ2Wv0qm2qt+qUO1P0LlKoXlrzaxq8hdbioWh</latexit>

Training a su�ciently parameterized
neural network (K � N) with weight
decay (to a global minimizer) is a solution
to the Banach space problem.

<latexit sha1_base64="2Veh8gcm0ixw+aGeYlq9TB2sqHs=">AAAEjnicdZPdbtMwFMe9rcAIXx1ccmN1m8RFqZy0adcLxOg+L1Yo09pOasrkOs5qNXEi22FUUV6Ep+EW3oC3wf1CTRiOjnRyzu9/fHxkjyKfSYXQ743NrcKDh4+2HxtPnj57/qK487Inw1gQ2iWhH4rrEZbUZ5x2FVM+vY4ExcHIp/3R5GiW73+lQrKQX6lpRIcBvuXMYwQrHbop1j7SWGAfcqruQjGR0KdYcMPYcwKsxpKI5DJ1Wr0v1t5bL+ZkJpKVm+IuqjQbttWsw38ds4LmaxcsV+dmZ6vluCGJA8oV8bGUAxNFaphgoRjxaWo4saQRJhN8Swfa5TigcpjMj5fCfR1xoRcKbVzBeXRdkXxbgJkYDqScBiOtnh8kn5sF78sNYuUdDBPGo1hRThabe7EPVQhn84MuE5Qof6odTATT/UMyxgITpadsOIJyekfCIMDcTRwPB8yfutTDsa/SxJHeys/0Mwqy/7OuhPRkahjQOaZ6YoK2dexTRAVWoUicq16aaDPuz7Z0VpthOHo7fTHm40m6/TZ2mQz5JXXT5PyqfZEmRzVkonqaBU86pxdrzMmB2UIoX20dsKsnVZRCuA9LHcxVyCk0G81SVnAmKOUrCUIfjuvNrKRaQ3ZO0/JjupJYZsMc2blWO7GI/L9I3bZO60fZqraFSrnW+2OmtObyrKWr2nZ5abnSx1hMdM/TJWiaB2XTbJZNq5oD29RlcbCGWgiVl5ZDL9jtWK2TNU0tLM2fXN+FJYXK+ksN/epWTwv+3+lZFbNesT9bu4eHy/e3DV6DEngDTNAAh+AcdEAXEPAd/AA/wa9CsVAvvCu8X6CbG0vNK5BZhfM/DjN7Mw==</latexit>

Neural networks learn
R BV2-functions.
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Neural Spaces

<latexit sha1_base64="xAKwJRNq6DWaYcJcfOPOrT7Fr7Y=">AAAEZHicbZPfbtMwFMa9rcAIAzYmrpCQ1WXaENWw06XrbtDY/4tOlEHXSWu3OY7bWkucKHYKVZSn4yl4ASSukOAFcNtsajMcHenonN/3+diRndDjUiH0Y2Z2rvDg4aP5x8aThafPni8uvTiTQRxR1qCBF0TnDpHM44I1FFceOw8jRnzHY03nZm/Yb/ZZJHkgvqhByNo+6Qre4ZQoXbpabLcoE4pFXHQNwzy+lOutjz7rkjdmCZoSvofuOwu+hZZpGJ8DJ/BYH8qQUGYY19emNKGrpX3t1WcScgHN2qV157C2drW4gjbQaMH7Cc6SFZCt+tXS7O+WG9DY10NRj0h5gVGo2gmJFKceS41WLJne/4Z02YVOBfGZbCeje0jhqq64sBNEOoSCo+qkIvk2BqdqxJdy4Dta7RPVk/nesPi/3kWsOtV2wkUYKyboePNO7EEVwOFFQ5dHjCpvoBNCI67nh7RHIkL1bWuniAn2lQa+T4SbtDrE597AZR0SeypNWrJzmxtTAzn+sKB7+nePzpI0mifE5TIQp8xNk+MvJ7U02dtEGFXSafCgflibYA6qeBehvNskYJcPyiiFcBUW60SoQDCIt7aL04KjiDFxK0How35le1pS3kR2TrPrxexWYuEt7Ni5UetxFHp3SMW2Dit70662hYq50Zs9rrTm9GhXu9p2KYuc9T6JbvTMgwzEuFrCeLuErXIOPGEuj/0J1EKolEUOrfFuT02Sm5oaR5o/uf6PGYVK+ksN/URw/kHcT86sDVzZsD9ZKzvV7LHMg1egCNYBBltgBxyDOmgACr6DX+AP+Dv3s7BQWC68HKOzM5lmGUytwut/luNlJQ==</latexit>

Hs(⌦), s > d/2 + 2
Sobolev space

“s derivatives in L2(⌦)”

<latexit sha1_base64="s1gXRYiUTTyGkohPR7BqSph9MX4=">AAAEmnicbZPdTtswFMcNdBvLvmC73C6sUgSTOuSkpJQ7Vj6nUdFVlCKRAq7jtBaJE9nOtirK2+0l9gq73R5gbhumJszRkY7O+f2Pj4/jQeQzqRD6ubC4VHr0+MnyU+PZ8xcvX62svr6QYSwI7ZLQD8XlAEvqM067iimfXkaC4mDg097gbn+S732lQrKQn6txRPsBHnLmMYKVDt2sXDuEckUF40PDqDgBViNJRNJJnebFtbXpnAV0iN9XDKOD3ZB/cMMAMw4rOluBMsKEGsbtrXb0DmoMdWrKwRm3sXGzsoa20HTBh46ZOWsgW+2b1aWK44YkDnRXxMdSXpkoUv0EC8WIT1PDiSXV+97hIb3SLscBlf1kOogUruuIC71QaOMKTqPziuT7DMzFcCDlOBho9fT0xdwk+L/cVay8Rj9hPIoV5WS2uRf7UIVwMmnoMkGJ8sfawUQw3T8kIyww0ePWlQTl9BsJgwBzN3E8HDB/7FIPx75KE0d6976Ra2gQ5JuftCWkJyfYAdUTE7SlQ2cRFViFItEXlSbadFoX1D/JdABJt9fCLpMh71A3TU7OW6dpsr+NTFRP8+Bh++h0jjlsmE2EitXmAbt2WEMphOuw3MZchZxCc2e3nBccC0r5vQShjwf13bykto3sgqbpx/ReYpk75sAutNqOReT/Q+q2dVTfz1e1LVQutN4bMaU1neOmrmrb1cwKpQ+wuNM9jzPQNBtV09ytmlatALaoy+JgDrUQqmZWQE/ZcKTmyW1NzSwtnlxfdkahqv5SQ78rs/iKHjoX1pZZ37K/WGt7jeyFLYO3oAw2gQl2wB44AW3QBQT8AL/Ab/Cn9K7ULH0qfZ6hiwuZ5g3IrdL5X/RDfMc=</latexit>

R BV2(⌦)
Radon-domain BV space

“sparsity in Radon domain”

<latexit sha1_base64="gf0yhJqWvGj+Tp1VD2JRNbeTkLs=">AAAE4HicbVNNT9tAEHUgtNT9gvbYyyqASNQIrR0cgtQDDZ8HECkihAqHsLbXyQp7be2u21qO771Vvfbv9Ff033STmCo2XWuk0cx7M/N2vFboES4g/FNaWCwvPXm6/Ex9/uLlq9crq2+ueBAxG3ftwAvYtYU49gjFXUGEh69DhpFvebhn3e9P8r0vmHES0EsRh7jvoyElLrGRkKHBym/TxlRgRuhQVddNH4kRt1nSTm/1qnnu4yGqrasqD7EtGPJAGzEWUMBDZOMJ3iE89FDMRexhYBIqQFUD74E5Ni0/MYMJPzXHA712q4OxOUIicdPqXK42BmYdTNsyP3HSuRT4MCnoilj2v7uTHaUIEQNCwZEUTzADTuAjQjc3BytrcAtOD3jsaJmzpmSnM1hdXDKdwI58Kd32EOc3GgxFP0FMENvDqWpGHEuJ92iIb6RLkY95P5nedgo2ZMQBbsCkScHT6Dwj+TYD5mLI5zz2LcmeXnExNwn+L3cTCbfVTwgNI4GpPWvuRh4QAZisEziEydV4sXSQzYicH9gjxJAtdyorMUzxVzvwfUSdxHSRT7zYwS6KPJEmJncffDU3kOXnh5+uh7t8ApMM+atNFSbd3hmSf0BAL7CTJieXZ6dpsr8NNdhM88DDztHpHOawpbUhLFabBxiNwwZMAdgAlQ6iIqAYaDu7lTzhmGFMHygQfjxo7uYpjW1oFDhtL8IPFF3b0SyjMGonYqH3D9I09KPmfr6qocNKYfTeiAjJuThuy6qGUc+sUPoAsXs5c5wBNa1V17TduqY3CsAz7JDIn4PqENYzK0BPyXAk5pHbEjWztKhcbjNDwbr8UlU+HK34TB47V/qW1twyPulre63sCS0r75SKUlU0ZUfZU06UjtJV7FKtdF66Ln0uW+Xv5R/lnzPoQinjvFVyp/zrLwijlek=</latexit>

B2(⌦)
spectral Barron spaceZ

(1 + k!k2)
2|f̂(!)| d! < 1

“sparsity in Fourier domain”

<latexit sha1_base64="dBqtlPG3JJHzXOAgMQsP69tJ/kU=">AAAEl3icdVNLb9NAEN62AYp5tXBCXFZpK3EI0dqpk+aAKOnz0Ii0apJKcajW63Wy6nptrddAZPnX8Gu4wol/w+aFYlPGGmk8833z0o4bcRYrhH6vrW+UHjx8tPnYePL02fMXW9sve3GYSEK7JOShvHFxTDkTtKuY4vQmkhQHLqd99+5oGu9/oTJmobhWk4gOAzwSzGcEK+263XrvECoUlUyMDINgqcJQQI/hkcSBYYQ+TARTcNcJsBrHRKZXmdPqfbZ237mYc+N2awdVmw3batbhv4ZZRTPZAQvp3G5vtBwvJEmgixKO43hgokgNU12YEU4zw0liGmFyh0d0oE2BAxoP09mcGdzTHg/6odQqFJx5Vxnptzkw58NBHE8CV7NnMxRjU+d9sUGi/INhykSUKCrIvLifcKhCOF2kXpKkRPHJdFtEMt0/JGMsMdHb1JkkFfQrCYMACy91fBwwPvGojxOustSJ/aWd68cN8v/TrmTsx5lhQOeY6o1J2ta+TxGVWIUyda57WarVuD/a0lGthuHocvqFzNaTdvtt7LE4FFfUy9Lz6/ZFlh7tIxPVszzwpHN6sYI5OTBbCBWzrQLs2kkNZRDuwXIHCxUKCs1Gs5wnnElKxZKC0MfjejNPqe0ju8Bp8YQuKZbZMF270GonkRH/C6nb1mn9KJ/VtlC50Hp/zJTmXJ21dFbbriy0kPoYyzvd82QBNM2Dimk2K6ZVKwDb1GNJsAK1EKostAC9YKOxWkXua9Rcs+Lk+i0sUKiiv2x6dcvTgv83elbVrFftS2vn8HBxf5vgDSiDt8AEDXAIzkEHdAEB38EP8BP8Kr0ufSidls7n0PW1BecVyEnp8g9hEX3k</latexit>

cartoon diagram
of unit R BV2-ball
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Adaptation to Directional Smoothness

<latexit sha1_base64="Zt+a2mzE0hZ8HJm6CP0BGmoB6vE=">AAAEH3icbZNLbtswEIaZuI9UfSXtshvCQYAWMAJSjuxkl+a9SAA3iOMAsRHQ1MgmLFECSbU1BJ2hZ+ghum2X3RXdZtOzlLaVwlZKYYDBzPcPhyOyn4RCG0Jul5YrDx4+erzyxHn67PmLl6trry51nCoObR6HsbrqMw2hkNA2woRwlShgUT+ETn+0P8l3PoLSIpYXZpxAL2IDKQLBmbGhm9V3XQ7SgBJy4DgXKgUcpJJPco7DpI9lLPQY+8ywm9V1skmmC993aOGso2K1btaW/3T9mKeR3YCHTOtrShLTy5gygoeQO91UQ8L4iA3g2rqSRaB72fRMOd6wER8HsbImDZ5G5xXZ5xm4EGOR1uOob9URM0Ndzk2C/8tdpybY7mVCJqkByWebB2mITYwnQ8O+UMBNaAchGFfC9o/5kCnG7eRsJQUSPvE4iuzEsm7AIhGOfQhYGpo86+rgznecrnXtn5q2nrU7Z8wXOpbn4OfZycXZaZ7tbxFKGvkieNg6Op1jDrfpHiHlavOAVz+skxzjDVxtMWliCZg2d6qLgmMFIO8khLw/aOwsSupbxCtp9sIU7iQubdK+V2q1laok/Ic0PPeosb9Y1XNJtdR6ZyiM1Zwf79mqnlcrrFT6gKmR7XlcgJRu1yjdqVG3XgLPwBdpNIe6hNQKK6GnYjA08+SWpWaWl09u70pBkZr9cse+CFq+//edS3eTNjbpB3d9d7d4GyvoDaqit4iiJtpFJ6iF2oijL+gb+o5+VL5WflZ+VX7P0OWlQvMaLazK7V81IVN0</latexit>

True function
and noisy data

<latexit sha1_base64="vsCsu0sMyw1aTvvg+mhJ0HvSyPE=">AAAEJHicbZPLbhMxFIbdhksZbi0s2VipKhUpRPYkk7a70vuilULVNJWaqHI8J4kVj2fk8QDRaN6CZ+Ah2MKSHWLBps+Ck0xRMsXWkX4df//xsWX3IiliQ8ifpeXSg4ePHq88cZ4+e/7i5eraq8s4TDSHFg9lqK96LAYpFLSMMBKuIg0s6Elo90b7k/X2R9CxCNWFGUfQDdhAib7gzNjUzWq1w0EZ0EINHOdiKNS7SDIDOI4mFR1ncwRagcQBmGHov71ZXSdVMh34vqC5WEf5aN6sLd92/JAngd2FSxbH15REppsybQSXkDmdJIaI8REbwLWVigUQd9PpwTK8YTM+7ofahjJ4mp13pJ9n4EKOBXE8DnrWHTAzjItrk+T/1q4T09/upkJFiQHFZ5v3E4lNiCc3h32hgRs5toJxLWz/mA+ZZtxen62kQcEnHgYBU37a6bNAyLEPfZZIk6WduH+nHadjpb3caetpq33GfBGH6hz8LD25ODvN0v06oaSRLYKHzaPTOeZwm+4RUqw2D3i1wxrJMN7A5SZTJlSA6dZOedFwrAHUnYWQ9weNnUVLrU68gmdPJnBncekW7XmFVpuJjuQ/pOG5R439xaqeS8qF1ttDYazn/HjPVvW8Sh6F0gdMj2zP4xykdLtC6U6FurUCeAa+SII51CWkkkcBPRWDoZkn65aaRVY8uX0rOUUqdmaO/RG0+P7vi0u3ShtV+sFd393N/8YKeoPKaBNRtIV20Qlqohbi6Av6hr6jH6WvpZ+lX6XfM3R5Kfe8RgujdPsX1BVVNQ==</latexit>

Thin-plate spline
(kernel method)

<latexit sha1_base64="wbLjgwtF/XJXyAV3Y74FTPCt2Us=">AAAEJHicbZPLThsxFIYN6YVOL0C77MYKQqJSFNkTJsCOcl9AlSJCkEiEHM+ZxIrHE3k8pdFo3qLP0Ifotl12V3XRDc9SJxmqZKitI/06/v7jY8vuDqWIDSF/FhZLjx4/ebr0zHn+4uWr5ZXV15dxlGgOTR7JSF91WQxSKGgaYSRcDTWwsCuh1R3sj9dbn0DHIlIXZjSETsh6SgSCM2NTNyvVNgdlQAvVc5wPkGgmsQJzG+mB42yoSI0LM41DMP3If3ezskaqZDLwQ0FzsYby0bhZXbxr+xFPQrsLlyyOrykZmk7KtBFcQua0kxiGjA9YD66tVCyEuJNODpbhdZvxcRBpG8rgSXbWkX6egnM5FsbxKOxad8hMPy6ujZP/W7tOTLDdSYUaJgYUn24eJBKbCI9vDvtCAzdyZAXjWtj+Me8zzbi9PltJg4JbHoUhU37aDlgo5MiHgCXSZGk7Du6147SttLc6aT1tts6YL+JInYOfpScXZ6dZur9JKKln8+Bh4+h0hjncpnuEFKvNAl7tsEYyjNdxucGUiRRgurVTnjccawB1byHk/UF9Z95S2yRewbMnE7i3uHSLdr1Cq41ED+U/pO65R/X9+aqeS8qF1lt9Yazn/HjPVvW8Sh6F0gdMD2zPoxykdLtC6U6FurUCeAa+SMIZ1CWkkkcBPRW9vpklNy01jax4cvtWcopU7Mwc+yNo8f0/FJduldar9KO7trub/40l9BaV0QaiaAvtohPUQE3E0Rf0DX1HP0pfSz9Lv0q/p+jiQu55g+ZG6e4vCABVig==</latexit>

Neural network
(nonlinear method)

<latexit sha1_base64="lu5BV8dyxb/Fn7ZnRp/sNxLf9Rk=">AAAEunicdVNdb9MwFPW2AiN8bfDIi9VtEg9V5aRLu0o8jO7zYRVlWttJSxlO4rRWEyeyHbYqyt/jP/AfeIVnnDadmjAcXenmnnOub05sO/KpkAj9XFvfqDx5+mzzufbi5avXb7a23w5EGHOH9J3QD/m1jQXxKSN9SaVPriNOcGD7ZGhPjzJ8+J1wQUN2JWcRGQV4zKhHHSxV6Xbr2wBzOs8hZTBk/gxiaElyL20v8cgddCknToaLFFKhQJd4lFE2hs4Ec+xIwtWU1IGhB3etAMuJcHhymVqdwVdjt67dbu2gertlGu0m/DfR62i+dkC+erfbGx3LDZ04IEw6PhbiRkeRHCWYq118kmpWLEiEnSkekxuVMhwQMUrmVqRwT1Vc6IVcBZNwXl1VJPcLYqGGAyFmga3U8/nLWFZ8DLuJpXcwSiiLYkmYs9jci30oQ5h5nXunLHUpdjjNXHowTXXihJE7JwwCzNzE8nBA/ZlyF8e+TBNLeMu8MI8dFN+zqbjwRKpp0DomyjFOuqr2OSIcy5An1tUgTVRoj6MdharQNGv+Y8ncnqQ/7GKXipBdEjdNzq+6F2lytI901EyLxJPe6cUK5+RA7yBU7rZKMBsnDZRCuAerPcxkyAjUW+1qUXDGCWFLCUKfjpvtoqSxj8ySpuPHZCkx9JZum6VRezGP/AdK0zROm0fFrqaBqqXRhxMqlebyrKO6mmYtj1LrY8ynauZZTtT1g5qut2u60SgRu8SlcbBCNRCq5VGiXtDxRK4y9xVrEWn5y9VZyFmopp40u3XLqwX/nwyMut6sm1+MncPD/P5tgvegCj4AHbTAITgHPdAHDvgBfoHf4E/lY8Wu0Mp0QV1fyzXvQGFV5F/n740i</latexit>

Variation in only a few directions is a defining characteristic of R BV2.
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Breaking the Curse of Dimensionality?

<latexit sha1_base64="+gAnTxRv6MsPsQFZlPxrhXFoG5M=">AAAEsHicdVNbb9MwFPZYgRFuGzzyEnWatIdS2enSy9vorg+rKNO6TmqqyXWc1TR2ItsZVFH+Ar+GV/gf/Bvc29SE4ehIJ+d83+cvJ/YoDpnSEP7ZeLJZevrs+dYL6+Wr12/ebu+8u1ZRIgntkSiM5M0IKxoyQXua6ZDexJJiPgppfzQ5mvX791QqFokrPY3pkOM7wQJGsDal2+19b66R3rMopDqzLG9gffR0IDFJUZZ6OIzHOLO84e32Lqy2Gq7Tqtv/JqgK52sXLFf3dmcz9vyIJJwKTUKs1ADBWA9TLDUjITWaiaIxJhN8RwcmFZhTNUzndjJ7z1R8O4ikCaHteXWdkX5fAHM1zJWa8pFhc6zHqtibFR/rDRIdNIcpE3GiqSCLzYMktHVkz2Zm+0xSosOpSTCRzPi3yRibEWkzWcuTVNBvJOIcCz/1AsxZOPVpgJNQmwmqYJXn/Ix4/n3mSqpAzX7BupyfcD41MnxCpUA88Ygf6Yc3g7a9Y2rmK2nHKHyOqcTa/E/v6jpLTViPd9uma8LsZcyZo7M4BL1+B/tMReKS+ll6ftW5yNKjA4hgPcsDT7qnF2uYkyZqQ1hUWwe4tZMazGx7zy53sdCRoDZqtMp5wpmkVKwoEH46rrfylNoBdAucdpjQFcVBDTRyC1a7iYzDB0jddU7rR3lV14HlgvX+mGnDuTxrG1XXrSyjIH2M5cR4ni6BCDUrCLUqyKkVgB3qs4SvQR0IK8soQC/Y3VivIw8MahFZ8cvNyVmiYMU8mWXu6Ooi2v9Prp0qqlfdL87uYXN5W7fAB1AG+wCBBjgE56ALeoCAH+An+AV+l5zSTem2hBfQJxtLznuQW6WvfwHKFYnO</latexit>

� 1
↵

<latexit sha1_base64="EkBAVIovS7lT9h4vIrX2A8lfjlc=">AAAEpXicdVNbb9MwGPW2AiNctsEjQoo6TfBQKjtdenkb3fVhFWXqZVJTVa7jrFZjJ3KcQRXliV/DK/wa/g3ubWrCcPRJn7/vnOMTX8ahzyIF4Z+t7Z3Ck6fPdp8bL16+er23f/CmFwWxJLRLAj+Qt2McUZ8J2lVM+fQ2lBTzsU/74+npvN+/pzJigeioWUiHHN8J5jGClS6N9t87C43kngU+ValhOAPjk4P9cIINZzjaP4TlRs22GlXz3wSV4WIcgtVojw52QscNSMypUMTHUTRAMFTDBEvFiE9Tw4kjGmIyxXd0oFOBOY2GycJDah7pimt6gdQhlLmobjKS70tgpoZ5FM34WLM5VpMo35sXH+sNYuXVhwkTYayoIMvFvdg3VWDON8p0maRE+TOdYCKZ9m+SCZaYKL2dhiOpoN9IwDkWbuJ4mDN/5lIPx75KEyfy1nnGz5hn53NXMvKi+b5vyrkx5zMtw6dUCsRjh7iBephptOmcUb2/kra0wpeQSqz0ITqdXproMB7vNnVXh15Lm9P3ZXny3X4LuywKxA110+Sq07pOk9NjiGA1zQLP2xfXG5jzOmpCmFfbBNiV8wpMTfPILLaxUIGgJqo1ilnCpaRUrCkQfj6rNrKUyjG0c5ymH9M1xUI1NLZzVtuxDP0HSNW2LqqnWVXbgsWc9f6EKc25uWxqVdsurSInfYblVHuerYAI1UsINUrIquSALeqymG9ALQhLq8hBr9ndRG0ijzVqGWn+z/XNWaFgSX+pod/o+iGa/096VhlVy/ZX6/Ckvnqtu+AdKIKPAIEaOAFXoA26gIAf4Cf4BX4XPhRahU6ht4Rub604b0FmFEZ/AbLjhNM=</latexit>�↵

<latexit sha1_base64="2w37kwr02+OLGfRmJDHbElrGSd8=">AAAEoXicdVNbb9MwFPa2AqPcNnhCvEStJvFQVXa69PI2uivSKsq0rpOaaXISZ7VqO5HtDKoo4tfwCr+Hf4N7m5owHB3p+Jzv+3xy7OPFjCoN4Z+Nza3Sk6fPtp+XX7x89frNzu7bKxUl0icDP2KRvPawIowKMtBUM3IdS4K5x8jQmxzO8sN7IhWNxKWexuSG4ztBQ+pjbUK3O+/duUZ6TyNGdFYuJ4Jqy8OM3e5UYb3TcuxO0/rXQXU4X1WwXP3b3a3YDSI/4URon2GlRgjG+ibFUlOfkazsJorE2J/gOzIyrsCcqJt0fn5m7ZlIYIWRNCa0NY+uM9LvC2AuhrlSU+4ZNsd6rIq5WfCx3CjRYfsmpSJONBH+4vAwYZaOrFmTrIBK4ms2NQ72JTX1W/4YS+xr08qyK4kg3/yIcyyC1A0xp2wakBAnTGepq8KVn6vH4/n9rCqpQmV67q7LBQnnUyPDJ0QKxBPXDyL9sDNoyz0ipr+S9IzCl5hIrM0FupdXWWqs/Hi2a7LGzFmmOPNWFrc+GPZwQFUkLkiQpWeXvfMsPdyHCDazPPC4f3K+hjluoy6ERbV1gNM4bsDMsvasSh8LHQlioVankiecSkLEigLhp6NmJ09p7EOnwOmyhKwoNmohzymU2k9kzB4gTcc+aR7mVR0bVgqlD8dUG87FadeoOk5taQXpIywnpubpEohQu4ZQp4bsRgHYIwFN+BrUhrC2tAL0nN6N9Tpy36AWlhX/3LycJQrWzJeVzYyuBtH6v3Nl11Gz7ny1qwft5bRugw+gAj4CBFrgAJyBPhgAH/wAP8Ev8LtULX0u9UsXC+jmxpLzDuRWafQXfMaEEw==</latexit>

unit ball

<latexit sha1_base64="Thznyngc04kKzvWxSz8Fz7OtgY8=">AAAExHicdVNLb9pAEHYS2qbuK2mPvawIkXqgaG1iCLeUPKWCSlGASDFFiz0OW+y1tbsOQZb7G3vtH+m1XV4VuO1aI41nvm/283hmGPlUSIx/bG3v5B49frL7VH/2/MXLV3v7r7sijLkDHSf0Q34zJAJ8yqAjqfThJuJAgqEPveH4dJbv3QMXNGTXchpBPyB3jHrUIVKFBntfL+k9MFTwkE0ZsgMiR8LhSTu1690vZqGI5Ag4IHhQUgQiyKOMSng/oa4coTY0OoiBnIR8rOsFb/CxgCZUJQrKYRDzkAkkYmekqhA52DvApVrVMmsV9LdjlPD8HGjL0xrs79RtN3TiAJh0fCLErYEj2U8Il9TxIdXtWEBEnDG5g1vlMhKA6CfzpqToUEVc5IVcGZNoHl1nJA8L4EaMBEJMg6FizzuRzc2C/8rdxtI77ieURbEE5iwu92IfyRDNuo5cysGR/lQ5xOFU6UfOiHDiSPVvdJsDg4kTBgFhbmJ7JKD+1AWPxL5ME1t4K39DzzDYfJ+p4sITqa4j+wxUxzg0VexTBJzIkCf2dTdNlOn/ztZVVpmu2+o6NU7z9iSdXpO4VISsDW6aXF03G2lyeoQNXEk3geeti8Ya5vzYqGOcrbYOsMrnZZwidIjyLcJkyAAZ1Vp+k3DJAdiKgvGHs0ptk1I+wlaGU/djWFFMo2oMrYzUVswj/w+kYpkXldPNqpaJ8xnpvZEa/DRpX9ZVVcsqLi1T+ozwsdI8XQIN47hoGLWiYZYzwCa4NA7WoCbGxaVloA16N5LryCOFWlia/XI1C0sULqon1dXWrVYL/d/pmiWjUrI+mwcnJ8v929XeanntnWZoVe1Eu9JaWkdztO/aT+3Xlpa7yPk5kYsX0O2tJeeNtnFy334D7suNwA==</latexit>

Given f 2 R BV2, there exists a finite-width ReLU network
fK with K neurons such that

<latexit sha1_base64="NCIMDi4+QOPswp8rF5MqkQwxg3g=">AAAEvHicdZNbT9swFMfN6DaW3WB73ItVhARSqeyUtPRhEytXiVZ0iAJSUyoncVqruclx2Krg77evsC+x1+1x7m1qMuboSMfn/P4nJye2FXksFgj9WHmyWnj67PnaC+3lq9dv3q5vvLuOw4TbtGOHXshvLRJTjwW0I5jw6G3EKfEtj95Yo8NJ/uae8piFwZUYR7Tnk0HAXGYToUL9dcvsahCaDy7chW7/3Hzop807kwWuGG+bFz4dkB0JP8KL7fO7dNd0ObFTLFNdKny2q6idI+XOY5DcKWtmr7++icr1mqHXq/BfB5fRdG2C+Wr3N1YbphPaiU8DYXskjrsYRaKXEi6Y7VGpmUlMI2KPyIB2lRsQn8a9dDoMCbdUxIFuyJUFAk6jy4r02wzMxIgfx2PfUmqfiGGcz02Cj+W6iXD3eykLokTQwJ693E08KEI4mTZ0GKe28MbKITZnqn9oD4kakFD/RDM5DehXO/R9Ejip6RKfeWOHuiTxhEzN2F34mX4sP7ufdMVjN5aaBs0jqibGaUvFLiLKiQh5al5dy1SZ9ni2obLKNM1Ur1PHaDqetHPTIg6Lw+CSOjI9u2o1ZXq4hzCqyix43D5pLjHH+7iBUL7aMmBUjitIQrgFi20SiDCgENfqxazglFMaLCQIfT6q1rOSyh4ycpqGl9CFRMc1bBm5VtsJj7y/SNXQT6qH2aqGjoq51m+GTCjN5WlDVTWM0txypY8IH6mex3MQ4/0SxvUS1is5sEUdlvhLqI5QaW45tMkGQ7FM7ilqZjL/5eoszClUUo/U1K1bXC34f+daL+Nq2fiibx4czO/fGvgAimAbYFADB+AMtEEH2OA7+Al+gd+FTwWnMCr4M/TJylzzHmRW4f4P/DqKSQ==</latexit>

kf � fKkL1(⌦) = O(K� 1
2� 3

2d ) = O(K� 1
2 ).

<latexit sha1_base64="P1180Ks7OkcmjGA0HzbtDDR/6vQ=">AAAEmnicdVNbb9MwFPa2AiPcNniEB6vTpCFVlZ0uvbyV7opYRZnaddJSTW5yslrLDduBVVH+Dr+GV5D4N7iXoSaAoyMdn/N9x198fMaxz6Ui5Nfa+kbpwcNHm4+NJ0+fPX+xtf3yQkaJcGDgRH4kLsdMgs9DGCiufLiMBbBg7MNwfHswyw+/gJA8CvtqGsMoYDch97jDlA5db7U7U6wmgDX9c8J8rqY48rCt4E7Ni6cdP4EsPWDCx3u01aRvs4omcIl5oPWBvN7aIdVWwzJbdfy3Q6tkvnbQcvWutzc6ths5SQChcnwm5RUlsRqlTCju+JAZdiIhZs4tu4Er7YYsADlK52oyvKsjLvYioS1UeB5dZaR3C2AuxgIpp8FYswOmJrKYmwX/lbtKlNccpTyMEwWhszjcS3ysIjy7S+xyAY7yp9phjuBaP3YmTDBH6Rs3bAEhfHWiIGChm9oeC7g/dcFjia+y1JbevZ/TMw7y+5kqIT2ZGQa2D0HfmICujn2MQTClG2T3L7JUm/HvbEdntRmGrY/TXV50dTDsMpfLKDwHN0tP+90z3eN9Qkk9ywOPesdnK5ijJu0QUqy2CrBqRzWSYbyLyz0WqigETButcp5wIgDCewoh7w7rrTyltk+sAmfxEBcUkzbo2CpI7SUi9v9A6pZ5XD/IV7VMUi5IH0640pzzk46ualmVpRVKHzJxqzVPl0BKmxVKWxVq1grALrg8CVagJiGVpRWgZ/xmolaR+xq1sKz45/otLFGkor/M0FN3P1r4/86FWaX1qvXJ3Gm3l/O3iV6jMtpDFDVQG52iHhogB31D39EP9LP0ptQpvS99WEDX15acVyi3Sv3f4e1/9A==</latexit>

By the inequality of Carl (1981), this implies

<latexit sha1_base64="Jb8M3Gk6Aww8EltOi4mzUncNGkw=">AAAFJnicfVNdT9swFE2h21j2BdvjXiwQEmxd5aSk0IdJrHw+wOgQBaS6INdxWqt2EjnOWGXyV/a8X7O3adrbfspMaVGbsd3oStf3nnN8c213Ys4SBeGvwsxs8cHDR3OP7SdPnz1/Mb/w8jSJUklok0Q8kucdnFDOQtpUTHF6HkuKRYfTs05/66Z+9pnKhEXhiRrEtC1wN2QBI1iZ1OX8V9SygTHEoy5AAqsewVx/zFaQT7nCJdBcGWYTIvVxhuqnF+5qCaBr5KdCDND1pT64QCwM1GAFHQnaxavZKngP0BXzqWLcp/porHWh36FAYqJdP9P+20r2P6SbrZZt1L6cX4Ll2rrn1qrg78Apw6EtWSNrXC7MxsiPSCpoqAjHSdJyYKzaGkvFCKeZjdKExpj0cZe2TBhiQZO2Hg4yA8sm44MgksZDBYbZSYb+cgucymGRJAPRMezhoPK1m+R9tVaqgo22ZmGcKhqS282DlAMVgZuTAj6TlCg+MAEmkpn+AelhM0BlztNGkob0ikRC4NDXKMCC8YFPA5xylWmUBON4qp+OmF7fdCWTIMlsG03KDU/XyIg+laEjUkT8SN2tDBqgbWrmK+mhUTiKqcQqkhqdnGbauH1/tW6qxs1epjlzYYfD1M2zQ+yzJAqPqbkY+yeHB5neWoMOrGbTwJ3G7sEEZmfDqUOYV5sEeJWdCswAWAaLDRyqKKTAWa8tThP2JKXhmALhh+1qbZpSWYNejlPnKR1TXGfd6Xi5VhupjPkdpOq5u9WtaVXPhYu51s96TBnO8V7dqHpeaeQ56W0s+6bnwQjoOBslx6mVHLeSAx5Sn6ViAupCWBp5DnrAuj01iVwzqFvP8n9ubs4IBUvmy2zzRscPEfw7OHXLTrXsfXKXNjdHr3XOem0tWiuWY61bm9a+1bCaFikUC28KlcJa8Vvxe/FH8ectdKYw4ryypqz4+w/V07Mq</latexit>

log N (�, U(R BV2), k · kL1(⌦)) = eO(��
2d

d+3 ) = eO(��2).

<latexit sha1_base64="3lr9YO220lOx/ZPKL5tdJDRuXn0=">AAAEb3icbZPfa9swEMfVNts671e7PexhMETawgYhyEmdtm/93T60kJWmLTShyPI5EbUlI8lrg/G/uPf9FWOw140piTsSdxIHx93nezqdkJ9EXBtCvs/NL1SePH22+Nx58fLV6zdLy28vtEwVgw6TkVRXPtUQcQEdw00EV4kCGvsRXPq3e6P85VdQmktxboYJ9GLaFzzkjBobulkadBkIA4qLvuPsJImS9zwe57CiBjSmIsAxGMUZtqCSCQftOF0D98YPs0BiIQ3uK3mX4ztuBtgMAHORpAYHPAYxOhivBqv1m6UVUifjhR87buGsoGK1b5bnf3QDyVJbxLCIan3tksT0MqoMZxHkTjfVkFB2S/twbV1BY9C9bDySHK/ZSIBDqawJg8fRaUV2PwFnYjTWehj7Vm1HMNDl3Cj4v9x1asLNXja+NQg2OTxMI2wkHs3cTkIBM9HQOpQpbvvHbEAVZXbwtpICAXdMxrGdddYNacyjYQAhTSOTZ10dPvjOTEN+PArYnH358V2yzuUpDbiW4gyCPDs+Pz3Js7114pJWPgsetA9PppiDTXeXkHK1acBrHjRJjvEarrapMFIAdje2qrOCIwUgHiSE7Oy3tmYlzXXilTS7UQoPkoa74fpeqdV2qpLoH9LyGoetvdmqXoNUS61fDrixmrOjXVvV82qFlUrvU3Vrex4WoOtu1lx3q+Y2miXwFAKexlNog5BaYSX0hPcHZppct9TE8vLN7TsWFKnZnTv2i7jlD/HYuWjU3Vbd+9JY2d4uPssi+oCq6BNy0QbaRseojTqIoW/oF/qN/iz8rLyvfKzgCTo/V2jeoZlV+fwXC7pwTg==</latexit>

Approximation rates and metric entropies
do not grow with the input dimension d.

<latexit sha1_base64="k6CsfidhLorDZLMHoTWZrQAtmWo=">AAAEfnicbZNbb9MwFMfdUWCU2wa8IZDVaWhIZdjp0svb6K4Pq1TGuk5qq8l1nNaq40SOM1ZFeecr8sJH4DPgNhlqszk60tE5v//xiX08CgQPNUK/C2uPio+fPF1/Vnr+4uWr1xubby5DP1KUdakvfHU1IiETXLKu5lqwq0Ax4o0E642mB/N874apkPvyQs8CNvTIWHKXU6JN6Hrj10CzW72oE7dExJK4RZTyJdzBzWb1c1Iq3QPaRPtRPLiJwyRh0wVYexBsETqBOxbC9QfTPzgbMzEHLLPR9cYW2kWLBe87OHO2QLY615trfwaOTyOPSU0FCcM+RoEexkRpTgVLSoMoZAGhUzJmfeNK4rFwGC86SOC2iTjQ9ZUxqeEiuqyIb1NwJUa8MJx5I6P2iJ6E+dw8+FCuH2m3MYy5DCLNJE03dyMBtQ/ndwIdrhjVYmYcQhU3/UM6IYpQbW6uNFBMsp/U9zwinXjgEo+LmcNcEgmdxIPQvfPNGRvXDEJ6yt1emzg89OU5c5L49KJ9lsQHewijWrIKHnWOz5aYowZuIZSvtgzY1aMqSiDchuUOkdqXDOJ6s7wqOFGMyTsJQt8Oa81VSXUP2TlNOhipxMJ1PLJzrXYiFYj/SM22jmsHq1VtC5VzrfcmXBvN+UnLVLXtSma50odETU3PswzEuFHBuFnBVjUHtpnDI28JtRCqZJZDz/h4opfJPUOlluT/3MxKRqGK+ZKSeRE4P//3nUtrF9d27e/W1n4jexvr4D0ogx2AQR3sg1PQAV1Awd/Cu8KHwsciKH4qfil+TdG1QqZ5C1ZWsfEPA1Nw3A==</latexit>

Barron (1993)
Matoušek (1996)
Bach (2017)
Siegel (2023)
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<latexit sha1_base64="IaDngXhFagDnsvlydDcJljKsJ9k=">AAAFoXicdVNtb9tGDJbbeWvVvTTbx34hEgVIMc+QlNiJgRZInbcWS1DPi5MCUWKcJCo+RDoJd6ckhqCftF+zTwO2/1L6bbC17gQCPPIh+ZA6+lnMlbbtv2pPnn5V//qbZ8/NF99+9/0PL9d+vFBpLgMcBGmcyk8+UxhzgQPNdYyfMoks8WO89O8OJv7Le5SKp+JcjzO8Ttit4BEPmCbTcK12vHnC71GAFYHHBXgJ0yMVyKJfet2LG9dqgB6hRMBHIqOAQcQF1/jLAw/1CPp4OgCB+iGVd6a5aUXDXy144OSxSBGYy1QoUHkwojRMm+bveZalCqc3sLzC85PisRxyrxwW/K1T3ggLGJXjTd4Mmx7kRDaVCaSCSvtpLkIMIUwTRlwt72OCtww8lfsK9Yy77xP1m9BqmuaHCKzxkMNbiG48pZncWlR7DT+Dd091MsVjGgNfkF5u/5za35pHvoY3k/FEejwbCLERY1BpnE/GCDodvtywm53dlttpw38Vp2lPz4YxP73h2tOuF6ZBnqDQQcyUunLsTF8XTGoexFiaXq4wY8Edu8UrUgVLUF0X0z9ewiZZQqDJkAgNU+tyRPE4A67YWKLUOPEpetpl1Tcxfsl3leto77rgIss1imBWPMpj6homTwpCLjHQ8ZgUFkhO/CEYMckCTQ/P9CQKfAjSJGEiLLyIJTwehxixPNZl4alooa/w8ZPV+4SVVJEqTRO8Q6SJSTwj28cMJdOpLOh3lQWJ+WVvl7wkpulROdqV6XiKweUZC7lKRR/Dsnh/fnZaFgc7tmO3y1XgUe/4dAlztOd0bbuabRnQ2j7atkuATVjvMaFTgeDsdtZXA04koliE2Pa7w3ZnNWR7x25VYrpxjosQ19l1/FaFai+XWfwvpN1yj9sHq1lbrr1eoX45op0ui/5Jl7K2Wo25VFIfMnlHnMdzoOPsNRyn03Dc7QrwDEOeJ0tQ17Ybc6lAT/ntSC8jdwg1k7LaOb2FOcpu0FeatHWL1YL/Vy7cptNutn9zN/b35/v3zHhlrBtbhmPsGvvGe6NnDIyg9kftz9rftX/qG/UP9V69P4M+qc1jfjJWTv3qM/7H2Zg=</latexit>

Suppose that {xi}n
i=1 are i.i.d. uniform on a bounded domain ! → Rd.

If yi = fω(xi) + ωi with R TV2(fω) < ↑, then any solution to
<latexit sha1_base64="iMhp4TweZlcwiciSbzMCgIkFDW8=">AAAE3HicbZNbb9owFMdDy7aO3drtadqLRVWp3VDlhALtpEn0XmmgsaqMShgikzhgkQtynLbI+G1v0173JfaJ9m3mQDqRdI6OdHLO739yfBwPJi4NOYR/ciur+UePn6w9LTx7/uLlq/WN19/CIGIWaVuBG7DrAQ6JS33S5pS75HrCCPYGLukMxsdxvnNDWEgD/4pPJ6Tn4aFPHWphrkLm+m/ULQAAHBN5mI+YJy5Joy0Boj5AmA096psCDTyB+IhwLFXmI0Bh5JmCftJlX1GxzsKuaMjtqUlLqlRKsB2/3EmT7uyADwA5DFsCuapBG0thyKTYOC72GRRmN+Z41jdichYLb6U5RjPT6BsF1DPXN+EunC/w0NETZ1NLVsvcWH2L7MCKPOJzy8Vh2NXhhPcEZpxaLpEFFIVkgq0xHpKucn3skbAn5lOVYEtFbOAETJnPwTy6rBB3CzAVw14YTr2BUsdzCbO5OPi/XDfizn5PUH8SceJbi487kQt4AOJjAzZlxOLuVDnYYlT1D6wRVsPk6nALiBGf3FqB52HfFsjBHnWnNnFw5HIpUOjc+4VUQwMvDpwQNRtGmqqnLxPCMA/Ye5EcvlSzGqJS7ClSVVG/2XzXot1pYpuGgX9JbCkurpoNKY73oA6rMg2ets4aS8zpvn4EYbbaMlApn5ahBGALFFvY54FPgF47KKYF54wQ/14C4eFJ9SAtKe/BSkZz5EbkXmLoNX1QybTaitjE/YdUK8ZZ9ThdtWLAYqb1zohypbk8P1JVK5VSYpnSJ5iNVc/TBNT1/ZKuH5R0o5wBm8SmkbeEGhCWEsugDToc8WVyT1ELk9mdqxNPKFhSjyyoy6Rnr85D55uxq1d3q1+NzXo9uVZr2jutqG1rulbT6tqF1tLampXbyNVy9dxhvp//nv+R/7lAV3KJ5o2WWvlffwHFv5Ul</latexit>

fReLU → arg min
ω

n∑

i=1

L(yi, fω(xi)) +
ω

2

K∑

k=1

|vk|2 + ↑wk↑2
2

<latexit sha1_base64="mUPz7LVLWXGWmfeazcN6kLyl3/Q=">AAAFrnicdVPbbttGEKWSqk2Ztombx74MbBpwUFUgaVO2gARwZTtOULtRHcsOYMrCkhxaC5NLYndpWyD4Y/2TvvW1+YqMboWkpksMMJw5M3N4uBPkCVfatv+qPXr8Vf3rb558az797vsfnj1f+/FCZYUMsRdmSSY/BkxhwgX2NNcJfswlsjRI8DK4PRjnL+9QKp6Jcz3KsZ+yG8FjHjJNocFa7cPmMb9DAVYMPhfgp0wPVSjLs8rvXFy7VgP0ECUCPhAZBQxiLrjGX+55pIdwhic9EKjvM3lrmptWPPjNgntOGYscgYXMhAJVhENqwzRBPhR5nimcvILll36Qlg/VQPjVoBSvner6dwsYzeNN3oyaPhTENpMpZIJmB1khIowgylJGZC3/fYo3DHxVBAr1lHwQEPfryGrSsHcxWKOBgNcQX/tKM7k1H/cSfgb/jgbliickhJjTXhTgnATYmlW+hFdjgWI9mkpCdMQIVJYUYyFBZ6apSFMVc1SD5xt2s73rue0W/NdxmvbkbBiz0x2sPe74URYWKQodJkypK8fOdb9kUvMwwcr0C4U5C2/ZDV6RK1iKql9Ofn8FmxSJgFQiExom0cWK8mEKXIqxVKlRGlD15INXc+Pgl3JXhY73+iUXeaFRhNPhcZGQADC+XxBxiaFORuSwUHLiD+GQSRZquoWmL1HgfZilKRNR6ccs5ckowpgVia5KX8Vzf4lPkC6/j1lJFavKNME/RFJM4inF3ucomc5kSX+uKsnML2c7lCUzTZ/G0eJM5Cl7l6cs4ioTZxhV5dvz05OqPNixHbtVLQOPum9OFjBHe07Htle7LQK87aNtuwLYhPUuEzoTCM5ue3254FgiinmJbf962Govl2zv2N5KTScpcF7iOrtO4K1Q7RYyT/6FtDz3Tetguavn2usr1C+HtOBVeXbcoa6e15jZSutDJm+J82gGdJy9huO0G467vQI8xYgX6QLUte3GzFagJ/xmqBeRO4SaWrX65XQXZii7QU9l0tbNVwv+37lwm06r6f3hbuzvz/bvifGTsW5sGY6xa+wbb42u0TPC2p+1v2v/1D7V7fpFvV8fTKGParOaF8bSqQ8/A+v+3js=</latexit>

satisfies
<latexit sha1_base64="2zOu2t5lajsuJ0qng0Lu98x2FY8=">AAAEvXicfZPdTtswFMdT6DbWfcF2s2k3XhESjFLZKS1wMY0BBS5a0SFKkZq2chKntUicyHHGKs9vsBfca+wJ5rZhasM0R0c6Ouf3Pz4+ju3Ip7GA8FduaTn/6PGTlaeFZ89fvHy1uvb6Og4T7pC2E/ohv7FxTHzKSFtQ4ZObiBMc2D7p2LfHk3znG+ExDdmVGEekF+Ahox51sNChwepPq1sAAFgBFiPbk3Vl/fD6ViwwBzvAG0zjPJCXpNHWqYFs9M1N6yIgQ7yl+ib4BKw76hJBfZfIC7XJ+nLH8jh2pLtdUdJ0wTaoKLX1HxBpTBPlgtUbrK7DMpwu8NBBqbNupKs1WFt+Z7mhkwSECcfHcdxFMBI9ibmgjk9UwUpiEmHnFg9JV7sMByTuyenYFNjQERd4IdfGBJhG5xXy+wxciOEgjseBrdWT0cTZ3CT4r1w3Ed5+T1IWJYIwZ7a5l/hAhGByL8ClnDjCH2sHO5zq/oEzwnpAQt9eweKEkTsnDALMXGl5OKD+2CUeTnyhpBV7935hoSE7mAROiJ4NJ03d00VEOBYh/ygtzIcBZUrPamiVJp4mdRX9H01PLdudJnZpHLJL4ip5ftVsKHm8CxGsqUWw3jptzDH1fXQEYbbaPFCt1CtQAbABii3MRMgIQHsHxUXBGSeE3Usg/HJSO1iUVHZhNaM58hNyLzHRHrKrmVZbCY/8v0itap7WjherVk1YzLTeGVGhNZdnR7pqtVpKLVP6BPNb3fM4BRHaLyF0UEJmJQM2iUuTYA41ISyllkEbdDgS8+SupmamsifXN55SsKQ/VdCPCWWfzkPn2iyjWrn21Vw/PEyf1Yrx3igamwYy9oxD49xoGW3DMX7n3uY+5Ir5z3mS9/Nshi7lUs0bY2Hl7/4AMJyIJA==</latexit>

E→fω ↑ fReLU→2
L2(!) = Õ(n→ d+3

2d+3 ) = Õ(n→ 1
2 ).

<latexit sha1_base64="CcOjJIeunLp9G70Sy+mNPopmc8s=">AAAEEXicbZPNThsxEMcN6QdNP4D22IsVhNRDhOwNG8KN8n0AKUWEIJEIeb1eYmF7V7a3JVrtU1TqtX2N3qpe+wR9ir5CnWSpsktnNdJo5vefHduaIBHcWIR+LyzWHj1+8nTpWf35i5evlldWX1+YONWU9WgsYn0ZEMMEV6xnuRXsMtGMyECwfnC7N6n3PzJteKzO7ThhQ0luFI84JdalBpIrLskd1MSy65U1tIGmBh8GuAjWQGHd69XFP4MwpqlkylJBjLnCKLHDjGjLqWB5fZAalhB6S27YlQsVkcwMs+nQOVx3mRBGsXauLJxm5xXZ3Qws5Yg0ZiwDp5bEjky1Nkn+r3aV2qgzzLhKUssUnf08SgW0MZzcCgy5ZtSKsQsI1dzND+mIaEKtu7v6QDPFPtFYSqLCbBARycU4ZBFJhc2zgYnu43ppoEBOEq7m3mZ6lqzXPyUhN7E6Y2GeHZ+fnuTZ3ibCqJ2XwYPu4ckcc9DBuwhVu80DfuughXII12GjS5SNFYN4a7tRFhxpxtS9BKH3++3tsqS1ifyKZlek7F7i4S0c+JVRu6lOxD+k7XuH7b1yV99Djcro/RG3TnN2tOu6+n6z8ErrfaJv3czjAsS408R4u4m9VgU8ZSFP5RzqIdQsvIKe8JuRnSc3HTXzvHpy944FhZruy+tuRXB1IR4GF94Gbm/gD97aTqdYliXwFjTAO4DBFtgBx6ALeoCCBHwBX8G32ufa99qP2s8ZurhQaN6AktV+/QXUZk7m</latexit>

minimax rate

<latexit sha1_base64="e5ddlHA1ACO119tK/AY0mf/rsGM=">AAAFXnicdVNtb9s2EJabumu1vqX9UmBfiMQBWsA1KCVy4m+ZkzQF5qBeECcFojSgqZPFWaIEkmpiCPoP/dr9s33bT9n5bbC1jsIBp7vneXg88oZZLLSh9K/ag42H9Uc/PX5i//z02fMXLzdfXeo0VxwGPI1T9XnINMRCwsAIE8PnTAFLhjFcDcdH0/zVV1BapPLCTDK4SdhIilBwZjB0u1nb2DkVX0GSRkh8IYmfMBNprorz0u9efnEbTWIiUEDgHovRhJFQSGHg/Z0ITETOoTcgEsxdqsa2vdMIb39rkDuBmQY6EnKVSk10ziOUYcb2OUgDSsiR3cOKmSIJmCgNNHlrIiHfZzEzQHQ2PY5ukjEoCfES05wJspgYJkeoY9vzPCbA8NY74hu4N8OwkMBBa6ZEPClx8zAENT0F4bnSQNKQBCIBOe0Ji4WZtG5fbtNWZ99zO23yX8dp0dnatharf7u50fWDlOeoYnjMtL52aGZuCqaM4DGUtp9ryBgfsxFcoytZAvqmmF1XSXYwEpAwVWjSkFl0lVHcz4FrMZZoPUmGyJ7dUDU3Df4od52b8OCmEDLLDUg+3zzMsYcpmb4HbIUCbuIJOowrgfUTHjHFOF4TKimQcMfTJGEyKPyQJdjTAEKWx6YsfB0u/bV6hsn6/7QqpUNd2jbxjwE7puAMY58yUMykqvAvLssCzf5xtotZNNv2cTt8GbP2FIOrMxYIncpzCMri48VZryyO9qhD2+U68KT/obeCOTlwupRW1VYB3u7JLi0J2SFbfSZNKoE4+52tdcKpApBLCqW/Hrc765TdPepVON04hyXFdfadoVcptZ+rLP4X0vbcD+2jdVXPpVuV0q8iHMiyOD/toqrnNRdWkT5maow1TxZAxzloOk6n6bi7FeAZBCJPVqAupc2FVaA9MYrMKnIPUXMrqyfHt7BA0SZ+pY1Ttxwt8v/Opdty2i3vd3f78HAxf4+tX6wt663lWPvWofXR6lsDi9f+qH2rfa/9+fDv+qP6s/qLOfRBbcF5ba2t+pt/AGISw9k=</latexit>

Linear methods (thin-plate splines, kernel methods, neural tangent
kernels, etc.) necessarily su↵er the curse of dimensionality.

<latexit sha1_base64="WHO7YZ9AgrLOL/8USJVQuZdRUXc=">AAAE/nicdVPbTttAEHVK2lL3Bu1jX1YhSJUa0NohCeGJhqvUoKaIABIOaGOPyQp7be2uCdFqpX5M1beqr/2V/k2XEKrEpWuNNJ45Z/Z4xtNPIyokxr8Lj+aKj588nX9mP3/x8tXrhcU3xyLJuA9dP4kSftonAiLKoCupjOA05UDifgQn/aut2/zJNXBBE3YkRyn0YnLJaEh9Ik3oYuHb8h69BobKIfIoQ15M5ED4XB1qr3V87pYrSA6AA4Ibo0UggkLKqISVIQ3kAB1Cu4sYyGHCr2x7uRxefCqjITWZsnEYZDxhAonMH5gyRNoexOlAtY1WwjWKTamY3KAoGQJH/SRjwQYqs3O14oWc+KqqVfChqnX5YmEJrzYbNbdZR/86zioenyVrcjoXi3MtL0j8LAYm/YgIcebgVPYU4ZL6EWjbywSkxL8il3BmXEZiED01bqdGyyYSoDDhxphE4+g0Q93cAWdiJBZiFPcNe9zCfO42+FDuLJPhek9RlmYSmH93eZhFSCbodl4ooBx8GY2MQ3xOjX7kD4hpjzRTtT0ODIZ+EseEBcoLSUyjUQAhySKplSfCe39GTz+efb9VxUUotG0jbxtMxzgcmNjnFDiRCVfe0bFWxuyHsy2TNWbbnrnODHfcHtU9OSABFQk7hECr/aODtlZba9jBdT0L3OnstqcwO+tOC+N8tWlArbpTxRqhZVTqECYTBshpNEuzhD0OwO4pGH/crjdnKdU1XMtxWlEG9xTXaTj9Wk5qJ+Np9BdSr7m79a3ZqjUXl3LSTwZmY7Q63GuZqrVaZWK50tuEXxnNownQcdYrjtOsOG41BzyAgGbxFNTFuDKxHLRNLwdyGrlmUHem819u/oUJClfMo22zdferhf7vHLurTn21/sVd2tyc7N+89c4qWe8tx2pYm9a+1bG6ll+wC7jQLGwUvxa/F38Uf95BHxUmnLfWzCn++gPlKaG5</latexit>

Linear minimax lower bound: n→ 3
d+3

<latexit sha1_base64="JRcGQJ+AxMWHD5VAvDeKqkJChIg=">AAAEE3icbZNLbtswEIaZuI/UfSXtsiggOAjQhRGQsmUnuzTvRQK4QRwHiIyApkYxYYoSSCqNIWjVM/QQ3bbL7opue4BuepYytlLYSikM8GP4/cPRSBwkgmuD8e+FxcqDh48eLz2pPn32/MXL5ZVXZzpOFYMui0WszgdUg+ASuoYbAeeJAhoNBPQGo53b/d41KM1jeWrGCfQjeiV5yBk1NnW5/NY3cGMmdbJrHgsweWaG4LBUacgvl1fxOp4s574ghVhFxepcriz+8YOYpRFIwwTV+oLgxPQzqgxnAvKqn2pIKBvRK7iwUtIIdD+bnJ87azYTOGGsbEjjTLKzjuxmCs7laKT1OBpYd0TNUJf3bpP/27tITbjRz7hMUgOSTQ8PU+GY2LkdlBNwBcyIsRWUKW77d9iQKsqMHWfVVyDhI4ujiMog80MacTEOIKSpsBP0dXinq1XfSvt1pjPu9o5pwHUsTyDIs8PT46M822liglv5PLjX2T+aYfY2yDbG5WqzgNfYa+DccdacWodKE0twSHuzNm84UADyzoLx+93W5ryl0cReybMtUrizuKRNBl6p1U6qEvEPaXnufmtnvqrn4lqp9d6QG+s5Odi2VT2vXkSp9C5VI9vzuAAJ2agTslknbqMEHkPA02gGdTGuF1FCj/jV0MySTUtNIy+/uf1XCgrX7ZNX7Y0g5f//vjhz10lrnXxwV7eaxd1YQm9QDb1DBLXRFjpEHdRFDH1CX9BX9K3yufK98qPyc4ouLhSe12huVX79BV+6UI4=</latexit>

the curse

<latexit sha1_base64="NtNUhyJ9+VzhRkS1XmIC3BuVOaM=">AAAEEnicbZO7btswFIaZuJfUvSXt2A6CgwAdjICULcfe0tyHBHCDOA4QGQFNHcVEKEogqTSGoKXP0Ifo2o7diq59gS59ljK2UthKKRzgx+H3Hx4dicNEcG0w/r2wWHnw8NHjpSfVp8+ev3i5vPLqVMepYtBjsYjV2ZBqEFxCz3Aj4CxRQKOhgP7wavt2v38NSvNYnphxAoOIXkoeckaNTV0sv/UN3JhJneyaxwJMnsnYYanSkF8sr+J1PFnOfUEKsYqK1b1YWfzjBzFLI5CGCar1OcGJGWRUGc4E5FU/1ZBQdkUv4dxKSSPQg2xyfO6s2UzghLGyIY0zyc46spspOJejkdbjaGjdETUjXd67Tf5v7zw1YXuQcZmkBiSbHh6mwjGxczsnJ+AKmBFjKyhT3PbvsBFVlBk7zaqvQMJHFkcRlUHmhzTiYhxASFNhB+jr8E5Xq76V9uNMR9zrH9GA61geQ5BnBydHh3m23cQEt/J5cLe7dzjD7LbJFsblarOA19ht4Nxx1pxal0oTS3DIRqc2b9hXAPLOgvH7nVZn3tJoYq/k2RIp3FlcskGGXqnVbqoS8Q9pee5ea3u+qufiWqn1/ogb6zne37JVPa9eRKn0DlVXtudxARLSrhPSqRO3UQKPIOBpNIO6GNeLKKGH/HJkZsmmpaaRl9/c/isFhev2yav2RpDy/39fnLrrpLXufXBXN5vF3VhCb1ANvUMEbaBNdIC6qIcY+oS+oK/oW+Vz5XvlR+XnFF1cKDyv0dyq/PoLyRZQJA==</latexit>no curse

<latexit sha1_base64="q3ajtA6U8N19MXBc1YsGkjukDls=">AAAEPHicbZPLTttAFIYH0gt1b9Auu7GCkLqI0IyDQ9hR7guQUkQIEonQeHycTBmPrfEYGll+kr5LpW7bJ+i+u6rqrutOElPFpmMd6eic7/99POPxYsETjfH3hcXag4ePHi89sZ4+e/7i5fLKq/MkShWDLotEpC48moDgErqaawEXsQIaegJ63vXupN+7AZXwSJ7pcQyDkA4lDzij2pSult3+1CO74ZEAnVtWn4HUoLgcWtYt8OFI2z4wOrasyPsATPMbsKyr5VW8jqfLvp+QIllFxepcrSz+7vsRS0NjzgRNkkuCYz3IqNKcCcitfppATNk1HcKlSSUNIRlk09lye81UfDuIlAmp7Wl1XpF9nIGlGg2TZBx6Rh1SPUqqvUnxf73LVAftQcZlnGqQbPbyIBW2juzJBto+V2YbxNgklClu5rfZiCrKzK4ZJwUSblkUhlT6WT+gIRdjHwKaCp1n/SS4y63SQF44KZieOcbZgXR7J9TnSSRPwc+zo7OT4zzb3cAEt/IyuN85OJ5j9ttkB+Oq2zzgNvebOLftNbveoVJHEmyyuVUvCw4VgLyTYPxur7VVljQ3sFvR7IgU7iQO2SSeWxm1k6pY/ENarnPQ2i27ug6uV0bvjbg2mtPDHePquo0iKtZ7VF2bmccFSEi7QchWgzjNCngCPk/DOdTBuFFEBT2e/P3z5IahZpFXv9ycY0HhhnnyyRUh1QtxPzl31klr3X3vrG63i8uyhN6gOnqLCNpE2+gIdVAXMfQJfUFf0bfa59qP2s/arxm6uFBoXqPSqv35CwkBXtA=</latexit>

weight decay
objective
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Depth Separation Result

Are there fundamental differences in the native spaces described by
(infinite-width) shallow ReLU networks versus deeper ReLU networks?

Put another way are there functions that have small three-layer
representation costs but large, or even infinite, two-layer cost?

The answer is yes: Ongie et al. 2020 showed there exists a class of
piecewise linear functions f∗ : Rd → R such that R(f∗) is infinite, yet
they can be represented exactly by small three-layer networks.

Example:“pyramid function”

f∗(x) = (1− ∥x∥1)+
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Depth Separation, Cont.

Recent work (McCarty 2023) proved that if f : Rd → R is a continuous
piecewise linear function with finite pieces, then R(f) is finite iff f is
realizable as a finite-width shallow ReLU network.

Implication: If f : Rd → R for d ≥ 2 is any continuous piecewise linear
function with compact support, then R(f) = +∞

(b/c a finite sum of ReLUs is never compactly supported).

What can be said about deep network representation costs?
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Outline

1 Hilbert Spaces ⇔ Linear/Kernel Methods

2 Banach Spaces ⇔ Nonlinear/Sparse Methods

3 Banach Spaces ⇔ Shallow Neural Networks

4 Beyond(?) Banach Spaces ⇔ Deep Neural Networks
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Deep Networks - Overview

Previously we saw that shallow NN trained with parameter ℓ2 cost are
naturally associated with Banach spaces known as variation spaces.

The associated Banach space norm promotes functions that are a sparse
linear combination of neurons.

Question: What are the representation costs associated with deep NNs?
And what function space properties do they promote?

Question: What are the function spaces F associated with deep NNs?
Are they fundamentally different than variation spaces?

These are still mostly open questions!
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Deep Newtorks - Overview, Cont.

Goal: Highlight recent efforts to characterize the representation costs
and function spaces associated with deep NNs.

1 Deep representation costs and non-linear notions of function rank.

=⇒ Warm-up: Deep Linear Networks
=⇒ Shallow ReLU nets w/multiple linear layers (Parkinson et al. 2023)
=⇒ Deep ReLU networks (Jacot 2023b; Jacot 2023a)

2 Deep compositions/hiearchies of function spaces, and representer
theorems

=⇒ Compositions of Variation Spaces (Parhi and Nowak 2022)
=⇒ Compositions of RKBSs (Bartolucci et al. 2024)
=⇒ Deep Kernel Compositions (Chen 2024; Heeringa et al. 2025)

85 / 114



Warm-up: Deep Linear Networks

Let Flin be the space of linear functions from Rd to Rk. Then f ∈ Flin iff

f(x) = Wx

for some matrix W ∈ Rk×d.
Suppose we parameterize elements of Flin as two-layer linear networks:

fθ(x) = UV x

where U and V have inner dimension r ≥ min{k, d}, with associated
parameter cost C(θ) = 1

2 (∥U∥2F + ∥V ∥2F ).

Lemma (Burer and Monteiro 2003; Srebro et al. 2004)

∥W ∥∗ = min
W=UV

1

2

(
∥U∥2F + ∥V ∥2F

)
.

where ∥W ∥∗ is the nuclear norm (the sum of all singular values of W ).

This shows the representation cost of a linear function f(x) = Wx
parametrized as a two-layer linear network is ∥W ∥∗.
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Warm-up: Deep Linear Networks

Now, suppose we parameterize elements of Flin as L-layer linear networks:

fθ(x) = WL · · ·W2W1x

with associated parameter cost:

CL(θ) =
1

L

L∑

ℓ=1

∥Wℓ∥2F .

Then if f(x) = Wx, one can show the L-layer representation cost is the
Schatten-2/L quasi-norm of W (Dai et al. 2021; Wang et al. 2023):

RL(f) = ∥W ∥2/L
S2/L =

rank(W )∑

i=1

σi(W )2/L.

This is a non-convex penalty when L > 2.

Generalizations to deep linear convolution networks and other structured
matrix classes are considered in (Gunasekar et al. 2018; Dai et al. 2021).
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Warm-up: Deep Linear Networks

For a linear function f(x) = Wx, define rank(f) = rank(W ). Then, in
the limit as the number of linear layers L tends to infinity

lim
L→∞

RL(f) = lim
L→∞

∥W ∥2/L
S2/L = rank(W ) = rank(f)

Therefore, (informally) we have:

min
θ

n∑

i=1

L(yi, fθ(xi))+
λ

L

L∑

ℓ=1

∥Wℓ∥2F
L→∞−−−−→ min

f∈Flin

n∑

i=1

L(yi, f(xi))+λ rank(f)

Deep linear networks trained with ℓ2-regularization
are biased toward low-rank linear functions.

Can we understand representation costs of deep nonlinear neural
networks by alternative notions of function “rank”?
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Shallow ReLU Nets with Added Linear Layers

Parameteric Model: L-layer network, first L− 1 layers have linear
activation, final layer has ReLU activation, scalar outputs.

fθ(x) = aTσ(WL−1 · · ·W1x+ b) + c

This is a re-parameterization of shallow ReLU networks.

Parameter Cost: CL(θ) =
1
L

(
∥a∥2 +∑L−1

ℓ=1 ∥Wℓ∥2F
)
.

Call the associated representation cost Rlin
L (f).

How does the representation cost Rlin
L (f) change

(if at all) as the number of linear layers L increases?
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Unit Alignment Effect of Linear Layers

The addition of linear layers is equivalant to penalizing a non-convex
Schatten quasi-norm on a single “virtual” inner-layer weight matrix:

Rlin
L (f) = min

θ

1

L
∥a∥2+L− 1

L
∥W ∥2/(L−1)

S2/(L−1) s.t. f(x) = aTσ(Wx+b)+c.

This implies Rlin
L (f) promotes functions that are realizable as a shallow

ReLU network with low-rank inner-layer weight matrix. This can be

thought of as a unit alignment effect:

Can this effect be described in function space terms?
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Relation to Single- and Multi-Index Models

If f(x) = aTσ(Wx+ b) + c where W is rank-r, then there exists a
matrix V ∈ Rd×r and function g : Rr → R such that

f(x) = g(V Tx)

This is known as a multi-index model in the statistics literature.

The column space of V is often called the index space.

Estimating the index space from samples of f (and/or gradients of f) is a
classical problem (Li 1991). The expected gradient outer product
(EGOP) matrix is commonly used tool for this.

Definition

Given any weakly differentiable f : Ω → R and probability density function
ρ defined over Ω ⊂ Rd, define its EGOP matrix Cf ∈ Rd×d by

Cf := EX [∇f(X)∇f(X)T] =

∫

Ω

∇f(x)∇f(x)Tρ(x) dx
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Index Rank of a Function

For a multi-index model f(x) = g(V Tx), the EGOP factors as

Cf = V︸︷︷︸
d×r

EX [∇g(V TX)∇g(V TX)T]︸ ︷︷ ︸
r×r

V T
︸︷︷︸
r×r

Under general conditions on g, can show that col(Cf ) = col(V ).

This motivates the following definition:

Definition (Parkinson et al. 2023)

Define the index rank of a function f , rankI(f), to be the rank of its
EGOP matrix:

rankI(f) = rank(Cf ).

In particular, for the multi-index model f(x) = g(V Tx)

rankI(f) = rank(V ).

under general conditions on g.
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Bounds on the L-Linear-Layer Representation Cost

Theorem (Parkinson et al. 2023)

For all f : Ω → R realizable as a finite width two-layer ReLU network we
have the bounds

max
{
R2(f)

2/L, ∥C1/2
f ∥2/L

S2/L

}
≤ Rlin

L (f) ≤ rankI(f)
L−2
L R2(f)

2/L

Note: limL→∞ ∥C1/2
f ∥2/L

S2/L = rank(C
1/2
f ) = rank(Cf ) = rankI(f).

Also: limL→∞ rankI(f)
L−2
L R2(f)

2/L = rankI(f)

Therefore, as a corollary, we have

lim
L→∞

Rlin
L (f) = rankI(f).

The Rlin
L -cost favors functions with low index rank,

i.e., functions well-approximated by multi-index models.
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Related Work

• Bach 2017 gives generalization bounds for infinite-width shallow
networks having bounded variation norm assuming the target function
is a multi-index model.

• Recent line of work studies ability neural networks to provably learn
low-index rank structure when trained via gradient methods:

=⇒ Shallow networks (Damian et al. 2022; Bietti et al. 2022;
Mousavi-Hosseini et al. 2022)

=⇒ Three-layer networks (Nichani et al. 2023)

• EGOP analysis is central to the recently proposed “deep neural
feature ansatz” (Radhakrishnan et al. 2024) as a means to explain
feature learning in deep networks.
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Representation Costs of Deep ReLU Networks

Model class: L-layer fully connected ReLU network, unbounded widths

fθ(x) = WL(WL−1 · · ·σ(W2σ(W1x+ b1)+ + b2)+ · · ·+ bL−1)+ + bL.

Focus on networks with vector outputs: fθ : Rdin → Rdout .

Parameter Cost: CL(θ) =
1
L∥θ∥22 (sum-of-squares of all weights/biases)

Call the associated representation cost RL(f).
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CPWL Functions

Every ReLU net realizes a continuous piecewise linear (CPWL)
function, in the following sense:

Definition

We say f : Ω → RD is CPWL if f is continuous
and there is a polyhedral decomposition of Ω such
that f is affine on each polyhedra in the
decomposition.

Conversely, every CPWL function over Rd can be represented by a ReLU
NN with at most ⌈log2(d+ 1)⌉ hidden layers (Arora et al. 2018).

The parametric model space of unbounded width L-layer ReLU nets
coincides with all CPWL functions when L ≥ ⌈log2(d+ 1)⌉

The space of CPWL functions is a vector space, and is closed under
compositions: if g and h are CPWL, then so is f = h ◦ g.

However, it is not a closed space under any “reasonable” topology.
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Infinite-Depth Representation Cost

Define the “infinite-depth” representation cost of a CPWL function f :

R∞(f) = lim
L→∞

RL(f).

R∞ has the properties we would expect a “rank” on CPWL functions to
have (Jacot 2023b):

• R∞(f ◦ g) ≤ min{R∞(f), R∞(g)}
• R∞(f + g) ≤ R∞(f) +R∞(g)

• if f(x) = Ax+ b then R∞(f) = rank(A).

Is there a function space description of R∞?

A suggestive bound:

Lemma

Let f be CPWL, and suppose x ∈ Ω is a point where f is differentiable.
Then

∥Jf(x)∥2/L
S2/L ≤ RL(f)

where Jf is the Jacobian of f .

97 / 114



Jacobian Rank and Bottleneck Rank

Definition:

The Jacobian rank of a CPWL function f : Ω → Rdout is

rankJ(f) = sup
x

rank(Jf(x)),

taking the sup over points x ∈ Ω where f is differentiable.

Definition:

The bottleneck rank of a CPWL function f : Ω → Rdout , denoted
rankBN(f), is the smallest integer r ∈ N such that f |Ω = (g ◦ h)|Ω where
g and h are CPWL functions with inner dimension r.

If f = h ◦ g with inner dimension r, then by the chain rule

Jf(x) = Jh(g(x))︸ ︷︷ ︸
dout×r

Jg(x)︸ ︷︷ ︸
r×din

=⇒ rankJ(f) ≤ r.

This shows rankJ(f) ≤ rankBN(f) for any CPWL f .

But there are CPWL functions where strict inequality holds.
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Bounds on the “Infinite-Depth” Representation Cost

Theorem (Jacot 2023b)

For all CPWL functions f : Ω → R

rankJ(f) ≤ R∞(f) ≤ rankBN(f).

Further, it is conjectured that for all CPWL functions f

R∞(f) = rankBN(f).
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Related Work

Recent work by Jacot et al. explores the implications of the bottleneck
rank for learning:

• Emergent bottleneck rank structure CNNs (Wen and Jacot 2024)

• Neural collapse phenomenon (Jacot et al. 2024)

• Feature learning in Leaky ResNets (Jacot and Kaiser 2025)

Related nonlinear notions of function rank have been proposed to
characterize implicit regularization in deep networks:

• Deep matrix factorization (Arora et al. 2019; Razin and Cohen 2020)

• Deep tensor factorization (Razin et al. 2021; Razin et al. 2022)

• Graph Neural Networks and Separation Rank (Razin et al. 2023).

• Rank minimization in deep ReLU networks (Timor et al. 2023)
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Summary and Outlook

Function spaces give a unified perspective to learning with kernel
methods, sparse methods, shallow NN, and (to some extent) deep NN.

Powerful tool for characterizing approximation, estimation, and
generalization capabilities of neural networks. (Bach 2017; E and
Wojtowytsch 2020; Siegel and Xu 2020; Schmidt-Hieber 2020; Zhang and
Wang 2023; E et al. 2022; Siegel and Xu 2023; DeVore et al. 2025)

Practical implications for efficient optimization and compression of
neural network models. (Ergen and Pilanci 2021; Yang et al. 2022;
Varshney and Pilanci 2024; Shenouda et al. 2024)
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Open Problems

Several Key Open Problems Remain

• Is there a function space characterization of RL, the representation
cost associated w/ L-layer ReLU networks, for L > 2?

• What is the native space associated with RL-cost? How does it
change with input dimension d? How does it change with depth L?

• Does the depth-L native space “saturate” after some depth L0?

• Prove or disprove the conjecture R∞(f) = rankBN(f). (Jacot 2023b)

• What connections can be drawn between function space perspectives
of explicit regularization versus implicit regularization arising from
practical training with gradient methods?
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